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ARTICLES 

The Lost Calculus (1637-1670): 
Tangency and Optimization without Limits 

J EFF S UZU K I  
Brooklyn College 

Brooklyn, NY 1121 0 
jefLsuzuki®yahoo.com 

If we wished to find the tangent to a given curve or the extremum of a function, we 
would almost certainly rely on the techniques of a calculus based on the theory of 
limits, and might even conclude that this is the only way to solve these problems 
(barring a few special cases, such as the tangent to a circle or the extremum of a 
parabola) . It may come as a surprise, then, to discover that in the years between 1637 
and 1670, very general algorithms were developed that could solve virtually every 
"calculus type" problem concerning algebraic functions . These algorithms were based 
on the theory of equations and the geometric properties of curves and, given time, 
might have evolved into a calculus entirely free of the limit concept. However, the 
work of Newton and Leibniz in the 1670s relegated these techniques to the role of 
misunderstood historical curiosities .  

The foundations of this "lost calculus" were set down by Descartes, but the keys to 
unlocking its potential can be found in two algorithms developed by the Dutch mathe
matician Jan Hudde in the years 1657-1658. In modernized form, Hudde's results may 
be stated as follows :  Given any polynomial 

j (X) = anXn + an-!Xn-I + · · · + azX2 + a!X + ao, 
1 .  if f (x) has a root of multiplicity 2 or more at x = a, then the polynomial that we 

know as f' has f' (a) = 0, and 
2. if f (x) has an extreme value at x = a, then f' (a) = 0. 

These results can, of course, be easily derived through differentiation, so it is tempt
ing to view them as results that point "clearly toward algorithms of the calculus" [2, 
p. 375 ] .  But Hudde obtained them from purely algebraic and geometric considerations 
that at no point rely on the limit concept. Rather than being heralds of the calculus that 
was to come, Hudde's results are instead the ultimate expressions of a purely algebraic 
and geometric approach to solving the tangent and optimization problems.  

We examine the evolution of the lost calculus from its beginnings in the work of 
Descartes and its subsequent development by Hudde, and end with the intriguing pos
sibility that nearly every problem of calculus, including the problems of tangents, opti
mization, curvature, and quadrature, could have been solved using algorithms entirely 
free from the limit concept. 

Descartes's met hod of tangents 

The road to a limit-free calculus began with Descartes. In La Geometrie ( 1637), 
Descartes described a method for finding tangents to algebraic curves.  Conceptually, 

3 3 9  
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Descartes 's method i s  the following: Suppose we wish to find a circle that i s  tangent 
to the curve OC at some point C (see FIGURE 1 ) .  Consider a circle with center P on 
some convenient reference axis (we may think of this as the x-axis, though in practice 
any clearly defined line will work), and suppose this circle passes through C .  This 
circle may pass through another nearby point E on the curve; in this case, the circle is, 
of course, not tangent to the curve. On the other hand if C is the only point of contact 
between the circle and curve, then the circle will be tangent to the curve. Thus our 
goal is simple : Find P so that the circle with center P and radius CP will meet the 
curve OC only at the point C.  

F 

Figure 1 Descartes's method of tangents 

Algebraically, any points the circle and curve have in common correspond to a 
solution to the system of equations representing the curve and circle. If there are two 
distinct intersections, this system will have two distinct solutions ;  thus, in order for the 
circle and curve to be tangent and have just a single point in common, the system of 
equations must have two equal solutions .  In short, the system of equations must have 
a double root corresponding to the common point C. 

Descartes,  who wanted his readers to become proficient with his method through 
practice, never deigned to give simple examples. However, we will present a simple 
example of Descartes 's  method in modem form. Suppose OC is the curve y = JX, 
and let C be the point (a2 , a) . Imagine a circle passing through the point (a2 , a ) , with 
radius r centered on the x-axis at the point (h , 0), with h and r to be determined. Then 
the circle has equation 

Expanding and setting the equation equal to zero gives 

The points of intersection of the circle and curve correspond to the solutions to the 
system of equations: 

l + x2 - 2hx + h2 - r2 = 0 and y = ,JX. 
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If we eliminate y using the substitution y = JX, we obtain 

which is a quadratic and will in general have two solutions for x . By assumption, the 
circle and curve have the point (a2 , a) in common; hence x = a2 is a root of this 
equation. In order for the circle and curve to be tangent, we want x = a2 to be the only 
root. Thus it is necessary that 

Expanding the right-hand side and comparing coefficients we find that 

1 - 2h = -2a2 

and thus h = a2 + 1 /2 .  Therefore the circle with center (a2 + 1 /2 , 0) will be tangent 
to the graph of y = JX at the point (a2 , a) . 

This method of Descartes approached the problem of tangents by locating the center 
of the tangent circle. Today, we solve the problem by finding the slope of the tangent 
line. Fortunately there is a simple relationship between the two. From Euclidean geo
metry, we know that the radius through a point C on a circle will be perpendicular to 
the tangent line of the circle through C. In this case the radius PC will lie on a line 
with a slope -2a ; hence the tangent line through C will have slope 1 / (2a) . This is, of 
course, what we would obtain using the derivative, but here we used only the algebraic 
properties of equations and the geometrical properties of curves .  

The method in La Geometrie is elegant, and works very well for all quadratic forms. 
Unfortunately, it rapidly becomes unwieldy for all but the simplest curves .  For ex
ample, suppose we wish to find the tangent to the curve y = x3 • As before, let the 
center of our circle be at (h , 0) ; we want the system 

x2 - 2hx + h2 + l - r2 = 0 and y = x3 

to have a double root at the point of tangency (a , a3 ) .  Substituting x3 for y gives 

x6 + x2 - 2hx + h2 - r2 = 0. ( 1 )  

If w e  wish to find the tangent at the point (a , a3 ) ,  this equation should have a double 
root at x = a ;  since the left-hand side is a 6th degree monic polynomial, it must factor 
as the product of (x - a)2 and a fourth degree monic polynomial : 

x6 + x2 - 2hx + h2 - r2 = (x- a)2 (x4 + Bx3 + Cx2 + Dx + F) . 

Expanding the right-hand side gives us 

x6 + x2 - 2hx + h2 - r2 

= x6 + (B - 2a)x5 + (a2 - 2aB + C)x4 + (a2 B - 2aC + D)x3 

+ (a2C - 2aD + F)x2 + (a2 D - 2aF)x + a2 F. 

Comparing coefficients gives us the system 

B - 2a = 0 
a2 - 2aB + C = 0 

a2 B - 2aC + D = 0 

(2) 
(3) 

(4) 



3 42 MATH EMATICS MAGAZI N E  

a2C - 2aD + F = 1 (5) 
a2D - 2aF = -2h (6) 

a2 F = h2 - r2• (7) 

From Equation 2 we have B = 2a . Substituting this into (3) we have 

a2 - 2a (2a) + C = 0; 

hence C = 3a2• Substituting the values for B and C into (4) gives us 

hence D = 4a3 . Substituting these values into (5) gives 

a2 (3a2) - 2a (4a3 ) + F = 1 ;  

hence F = 1 + 5a4• Substituting into (6) gives 

hence h = a + 3a5 and the center of the tangent circle will be at (a + 3a5 , 0) . As 
before, the perpendicular to the curve will have slope -a3 / (3a5) = - 1 / (3a2) ,  and 
thus the slope of the line tangent to the curve y = x3 at x = a will be 3a2 . 

It is clear from this example that the real difficulty in applying Descartes's method 
is this :  If y = f (x ) ,  where j(x) is an nth degree polynomial, then finding the tangent 
to the curve at the point where x = a  requires us to find the coefficients of (x - a)2 
multiplied by an arbitrary polynomial of degree 2n - 2. The problem is not so much 
difficult as it is tedious, and any means of simplifying it would significantly improve 
its utility. 

Descartes discovered one simplification shortly after the publication of La Geom
etrie. He described his modified method in a 1638 letter to Claude Hardy [5, vol. VII, 
p. 6 lff1. Descartes's second method of tangents still relies on the system of equations 
having a double root corresponding to the point of tangency, but Descartes simplified 
the procedure by replacing the circle with a line and used the slope idea implicitly (as 
the ratio between the sides of similar triangles). 

In modern terms, we describe Descartes's second method as follows :  The equation 
of a line that touches the curve f(x , y) = 0 at (a , b) is y = m (x - a) + b, where m 
denotes a parameter to be determined. In order for the line to be tangent, the system of 
equations 

f (x , y) = 0 and y = m (x - a) + b 
must have a double root at x = a (alternatively a double root at y = b). 

For example, if we wish to find the tangent to y = x3 at (a , a3 ) ,  the system of 
equations 

y = x3 and y = m(x - a) + a3 

can be reduced to 

by substituting the first expression for y into the second equation. In order for the line 
to be tangent at x = a, it is necessary that x = a be a double root, so (x - a)2 is a 
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factor of this polynomial; if we call the other factor (x - r), we can write 

x3 - rnx + (rna - a3 ) = (x - a)2 (x - r) 

= x3 - (r + 2a)x2 + (a2 + 2ar)x - a2r. 

Comparing coefficients gives us the system 

r + 2a = 0, a2 + 2ar = -rn , and - a2r = rna - a3 . 
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Solving this system gives us  rn = 3a2• This i s ,  of  course, the same answer we would 
obtain by differentiating y = x3 , but obtained entirely without the use of limits . 

Either of the two methods of Descartes will serve to find the tangent to any algebraic 
curve, even curves defined implicitly (since, as Descartes pointed out, an expression 
for y can be found from the equation of the circle or the tangent line and substituted 
into the equation of the curve) .  For example, during a dispute with Fermat over their 
respective method of tangents, Descartes challenged Fermat and his followers to find 
the tangent to a curve now known as the folium of Descartes [5, vol. VII, p. 1 1 ] ,  a 
curve whose equation we would write as x3 + l = pxy. 

The reader may be interested in applying Descartes 's  method to the folium. To find 
the line tangent to the folium at the point (x0 , y0) ,  we want the system 

x3 + l = pxy and y = rn (x - xo) + Yo 

to have a double root x = x0• It should be pointed out that, contrary to Descartes's 
expectations, Fermat's  method could be applied to the folium; Descartes subsequently 
challenged Fermat to find the point on the folium where the tangent makes a 45-degree 
angle with the axis (and again Fermat responded successfully). 

H udde's first letter: polynomial operations 

The key to Descartes 's  methods is knowing when the system of equations that deter
mine the intersection( s) of the two curves (whether a line and the curve, or a circle and 
the curve) has a double root, which corresponds to a point of tangency. An efficient 
algorithm for detecting double roots of polynomials would vastly enhance the usabil
ity of Descartes's method. Such a method was discovered by the Dutch mathematician 
Jan Hudde. 

Hudde studied law at the University of Leiden, but while there he joined a group 
of Dutch mathematicians gathered by Franciscus van Schooten. At the time van 
Schooten, who had already published one translation of Descartes 's La Geornetrie 
from French into Latin, was preparing a second, more extensive edition. This edition, 
published in two volumes in 1 659 and 1 66 1 ,  included not only a translation of La 
Geornetrie, but explanations, elaborations, and extensions of Descartes's work by the 
members of the Leiden group, including van Schooten, Florimond de Beaune, Jan de 
Witt, Henrik van Heuraet, and Hudde. 

Hudde (along with Jan de Witt) would soon leave mathematics for politics ,  and 
eventually became a high official of the city of Amsterdam. When Louis XIV invaded 
The Netherlands in 1 672, Hudde helped direct Dutch defenses [2, 6] ; for this ,  Hudde 
became a national hero. De Witt was less fortunate: his actions were deemed partially 
responsible for the ineptitude and unpreparedness of the Dutch army in the early stage 
of the war, and he and his brother were killed by a mob on August 20, 1 672. 
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Hudde's return to politics may have saved The Netherlands, but mathematics lost 
one of its rising stars . Leibniz in particular was impressed with Hudde's work, and 
when Johann Bernoulli proposed the brachistochrone problem, Leibniz lamented: 

If Huygens lived and was healthy, the man would rest, except to solve your prob
lem. Now there is no one to expect a quick solution from, except for the Marquis 
de l 'Hopital, your brother [Jacob Bernoulli] ,  and Newton, and to this list we 
might add Hudde, the Mayor of Amsterdam, except that some time ago he put 
aside these pursuits [9, vol. II, p. 370] . 

As Leibniz's forecast was correct regarding the other three, one wonders what would 
have happened had Hudde not put aside mathematics for politics. 

Hudde's  work in the 1 659 edition of Descartes consists of two letters. The first, 
"On the Reduction of Equations," was addressed to van Schooten and dated the "Ides 
of July, 1 657" (July 15 ,  1 657).  In the usage of the time, to "reduce" an equation meant 
to factor it, usually as the first step in finding all its roots. Thus the letter begins with 
a sequence of rules (what we would call algorithms) that can be used to find potential 
factors of a polynomial. These factors have one of two types :  those corresponding to 
a root of multiplicity 1 ,  or those corresponding to a root of multiplicity greater than 1 .  
Since Descartes's method of tangents (and Hudde's method of finding extreme values) 
relies on finding multiple roots, this has particular importance. 

Key to Hudde's method of finding roots of multiplicity greater than 1 is the ability 
to find the greatest common divisor (GCD) of two polynomials. How can this be done? 
One way is to factor the two polynomials and see what factors they have in common. 
However this is impractical for any but the most trivial polynomials (and in any case 
requires knowing the roots we are attempting to find) . A better way is to use the Eu
clidean algorithm for polynomials .  For example, suppose we wish to find the GCD of 
f (x) = x3 - 4x2 + lOx - 7 and g (x) = x2 - 2x + 1 .  To apply the Euclidean algo
rithm we would divide j (x) by g (x) to obtain a quotient (in this case, x - 2) and a 
remainder (in this case, 5x - 5); we can express this division as 

x3 - 4x2 + lOx - 7  = (x2 - 2x + l ) (x - 2) + (5x - 5) . 

Next, we divide the old divisor, x2 - 2x + 1 ,  by the remainder 5x - 5 ,  to obtain a new 
quotient and remainder: 

2 ( 1 1 ) 
x - 2x + 1 = (5x - 5) 5 x - 5 + 0. 

The last nonzero remainder (in this case, 5x - 5) corresponds to the GCD; in general, 
it will be a constant multiple of it. 

While this is the way the Euclidean algorithm for polynomials is generally taught to
day, Hudde presented a clever variation worth examining. Since we are only interested 
in the remainder when the polynomials are divided, we can, instead of performing the 
division, find the remainder modulo the divisor. In particular, Hudde's steps treated 
the divisor as being "equal to nothing"; he set the two polynomials equal to zero and 
solved for the highest power term in each. In our example, we would have 

x2 = 2x - 1  

x3 = 4x2 - lOx + 7 .  

The first gives u s  an expression for x2 that can be  used to  eliminate the x2 and higher 
degree terms of the other factor. Substituting and solving for the highest power remain-
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ing, we write the following sequence of steps: 

x3 = 4x2 - lOx + 7 

x (x2) = 4(2x - 1 )- lOx + 7 

x (2x - 1)  = 4(2x - 1 )  - lOx + 7 

2x2 - x = 8x - 4 - lOx + 7 

2(2x - 1 )  - x = -2x + 3 

3x- 2 = -2x + 3 

5x = 5 

x = l . 
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Thus the second equation, x3 = 4x2 - lOx + 7, has been reduced to x = 1; we note 
that our result is equivalent to showing 

x3 - 4x2 + lOx - 7 = x - 1 mod x2 - 2x + 1 . 

Next, we can use x = 1 to eliminate all terms of the first or higher degree terms of the 
other equation: 

x2 = 2x - 1 

1 2 = 2 ( 1 )- 1 

1 = 1 

Since this is an identity, then the GCD is the factor corresponding to the last substitu
tion: here, x = 1 corresponds to the factor x - 1 . 

The value of finding the GCD is made apparent in Hudde's tenth rule, which con
cerns reducing equations with two or more equal roots : 

If the proposed equation has two equal roots, multiply by whatever arithmetic 
progression you wish: that is, [multiply] the first term of the equation by the first 
term of the progression; the second term of the equation by the second term of 
the progression, and so forth; and set the product which results equal to 0. Then 
with the two equations you have found, use the previously explained method 
to find their greatest common divisor; and divide the original equation by the 
quantity as many times as possible [4, p. 433-4] . 

Hudde implies but does not state that the GCD will contain all the repeated factors ; 
this is the first appearance of what we might call Hudde's Theorem: 

HUDDE' s THEOREM. Let f (x) = L�=o akxk, and let {bd�=O be any arithmetic 
progression. If x = r is a root of f (x) with multiplicity 2 or greater, then x = r will 
be a root of g (x) = L�=O bkakxk . 

We will refer to the polynomial g (x) derived in this way from f (x) as a Hudde 
polynomial (note that it is not unique). As an example, Hudde seeks to find the roots 
of x3 - 4x2 + 5x - 2. Using the arithmetic sequence 3, 2, 1, 0, we produce the Hudde 
polynomial 3x3 - 8x2 + 5x using a tabular array like this :  
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x3 - 4x2 + 5x - 2 
3 2 1 0 

3x3 - 8x2 + 5x 

MATHEMATICS MAGAZINE 

The greatest common divisor of x3 - 4x2 + 5x - 2 and 3x3 - 8x2 + 5x is x - 1. 
Hence, if the original has a repeated factor, it can only be x - 1. Attempting to factor 
it out, we find x3 - 4x2 + 5x - 2 = (x - 1 )2(x - 2). Thus the roots are 1 ,  1 ,  and 2. 

Hudde points out that any arithmetic sequence will work; indeed, he uses the same 
polynomial but a different arithmetic sequence: 

x3 - 4x2 + 5x - 2 
1 0 - 1  -2 

x3 - 5x + 4 

As before, the GCD of x3 - 5x + 4 and x3 - 4x2 + 5x - 2 is x - 1 .  
Hudde further notes that the procedure can be repeated if there i s  a triple root, 

repeated twice if there is a quadruple root, and so on; in modern terms, we would say 
that if f (x) has a root x = a of multiplicity n ,  then a Hudde polynomial generated 
from f (x) will have a root x = a of multiplicity n - 1. 

The value of the method is obvious: If the original polynomial has missing 
terms, the arithmetic sequence can be constructed to take advantage of these miss
ing terms. In his example for an equation with three or more equal roots, Hudde 
takes advantage of this ability to choose the arithmetic sequence: Given the equation 
x4 - 6x2 + 8x - 3 = 0, Hudde applies his procedure to the polynomial twice, using 
an arithmetic sequence beginning with 0: 

x4 * - 6x2 + 8x - 3 
0 1 2 3 4 

- 1 2x2 + 24x - 12  
0 1 2 

24x - 24 

(we follow Hudde and Descartes in the use of "*" to represent a missing term) . 
The GCD of the last polynomial, 24x - 24 and the original polynomial x4 - 6x2 + 

8x - 3 is x - 1 ;  dividing the original by x - 1 repeatedly yields a factorization and 
consequently the roots: 1 ,  1 ,  1 ,  and -3 .  

Hudde points out that this method can be  used to solve the Cartesian tangent prob
lem [4, p. 436] , and solves one of Descartes's problems using his method. Let us apply 
Hudde's  method to our earlier problem of finding the tangent to y = x3• Recall that in 
this case we wished to find the center (h ,  0) of a circle that passed through the point 
(a , a3) . The corresponding system of equations 

y = x3 and (x - h)2 + i = r2 

could be reduced by substituting x3 for y in the second equation; this results in 

x6 + x2 - 2hx + h2 - r2 = 0. 

In order for the circle to be tangent to the curve at (a, a3 ), this equation must have a 
double root at x =a . Hence the corresponding Hudde polynomial will have a root at 
x = a .  We can construct a Hudde polynomial by multiplying through by an arithmetic 
sequence ending in zero: 
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* * + x2 - 2hx 
4 3 2 1 

+ 2x2 - 2hx 

If this Hudde polynomial has a root at x = a ,  then h must satisfy 

6a6 + 2a2 - 2ha = 0. 
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Hence h = a + 3a5 , and so the center of the tangent circle will be located at 
(a + 3a5 , 0) . 

We can also apply Budde's method to Descartes 's  second method of tangents 
(Hudde himself seemed unaware of this improved algorithm). By finding an expres
sion for the slope m of the tangent line to a curve at a point, Budde's methods would 
give us a tool equivalent to the derivative. In the case of y = x3 , we would want the 
system 

y = x3 and y = m (x - a) + a3 

to have a double root at x = a .  Substituting y = x3 into the second equation and 
setting it equal to zero gives us 

x3 - mx + am - a3 = 0. 

By assumption, x = a is a double root; hence x = a will be a root of any Hudde poly
nomial formed from this equation. For simplicity, we will form the Hudde polynomial 
by multiplying the kth degree term by k :  

x3 * - mx + (am - a3 ) 
3 2 1 0 

If x = a is a root of the Hudde polynomial, then m must satisfy 

3a3 - rna =  0. 

Hence m = 3a2 , which is precisely what the derivative of y = x3 would give us. We 
leave it to the reader to show that all the standard rules for finding tangents to graphs 
of algebraic functions can be derived using Budde's method. 

H udde's second letter: extreme va l ues 

In his first letter, Hudde also mentioned that his method could be used to find ex
trema, though details only appear in the second, much shorter letter dated "6 Calends 
of February 1658" (February 6, 1658) . This letter has been translated from the original 
Latin into Dutch [7], though I am not aware of a translation into any other language. 

The letter opens with a restatement of Budde's Theorem, which he then proves .  
The proof is purely algebraic, rigorous by both contemporary and modern standards : 
hence, Budde's methods, all based on Budde's Theorem, neither make nor require any 
appeal to limits, infinitesimals, or any other ideas of calculus. 

Budde 's proof, slightly modified for purpose of clarity, is the following: Suppose 
a polynomial P (x) is the product of the third-degree polynomial x3 + px2 + qx + r 

and a second-degree polynomial with a double root x2 - 2yx + y2 (whence x = y is 
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the double root) . Hence the roots of P (x)  satisfy 

P(x) = x2 - 2yx + y2 x3 

+ x2 - 2yx + y2 px2 

+ x2 - 2yx + y2 qx 
+ x2 - 2yx + y2 r = 0, 

where for convenience we designate the polynomial (x2 - 2yx + y2) as the "coeffi
cients" of the terms of the cubic polynomial. 

Note that the x2, -2yx, and y2 terms of the coefficients correspond to terms of 
descending degree in P (x) ;  hence when a Hudde polynomial is formed from it, the 
coefficients will be multiplied by successive terms in the arithmetic sequence a ,  a +  b ,  
a + 2b, to  become 

ax2 - (a + b)2yx + (a +  2b)y2. 

If x = y, this coefficient will be 

al - (a + b)2l + (a +  2b)y2, 

which is identically zero. Hence all coefficients of the Hudde polynomial will be zero 
when x = y, and thus x = y will be a root of the Hudde polynomial. This proves 
Hudde's  theorem (at least for fifth-degree polynomials;  the extension of the proof to 
polynomials of arbitrary degree should be clear) . 

Geometrically, the application of Hudde's rule to finding the extreme value of a 
polynomial function is clear: Suppose f (x) has an extremum at x = a ,  with f (a) = Z . 
Then f (x) - Z will have a double root at x = a ,  and the corresponding Hudde poly
nomial will have a root of x = a . 

It would seem that Hudde's method requires knowledge of the extreme value Z 
in order to find the extreme value. But if f (x)  is a polynomial function, the arith
metic sequence can be chosen so the constant term (and thus Z) is multiplied by 0 
and eliminated. For example, consider the problem of finding the extreme values of 
x3 - 1 0x2 - 7x + 346. Suppose x3 - 1 0x2 - 7x + 346 = Z is the extreme value, 
which occurs at x = a ; then x3 - 1 0x2 - 7x + 346 - Z will have a double root at 
x = a . By Hudde's Theorem, any corresponding Hudde polynomial will have a root 
at x = a .  If we multiply by an arithmetic sequence ending in zero, we can eliminate 
the Z :  

x3 - 1 0x2 - 7 x + 346 - Z 
3 2 1 0 

(Modem readers will recognize this Hudde polynomial as x · f'(x ) .) Hudde gives no 
details, but presumably one would find the location of the extrema by setting the Hudde 
polynomia13x3 - 20x2 - 7x equal to zero (giving an equation we will designate the 
Hudde equation) . By assumption, x = a is a double root of the original polynomial, 
so by Hudde's theorem, x = a  is a solution to 3x3 - 20x2 - 7x = 0. The solutions 
are x = 0, x = - 1 /3, and x = 7. By assumption, at least one of the roots would have 
to correspond to a double root of the original for the appropriate value of Z ;  as with 
the corresponding calculus procedure, we must verify which (if any) correspond to an 
actual extremum. In this case, x = -1/3 corresponds to a local maximum, x = 7 to a 
local minimum, and x = 0 is extraneous. 
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Rational functions 
Hudde also used his theorem to find extrema of rational functions, and we might com
pare Hudde's method with our own. Suppose we wish to find the extreme values of 

x2 - 2x + 7 
f (x) = 

x2 + 4  
. 

Using calculus, we would find the critical points by solving f' (x)  = 0; since 

, (x2 + 4) (2x - 2) - (x2 - 2x + 7) (2x) 
f (x) = 

(x2 + 4)2 ' 

then f' (x) = 0 if (x2 + 4) (2x - 2) - (x2 - 2x + 7) (2x) = 0; hence the solutions to 
this equation are the critical points . 

In a like manner, Hudde used his theorem to obtain an equation whose roots cor
respond to the critical points of the rational function. As before, if f (x) is a rational 
function with an extreme value Z at x = a , then f (x) = Z will have a double root at 
x = a . To find the location of the extreme value, Hudde presents a rather more com
plex rule (though in fairness, it is not significantly more difficult than the quotient rule 
for differentiation) : First, we are free to drop any constant terms (they can be subsumed 
into the extreme value Z) . Next, break the denominator into individual terms and mul
tiply each term of the denominator by a Hudde polynomial formed from the numerator 
polynomial using an arithmetic sequence whose terms are the difference between the 
power of the term in the numerator and the power of the term from the denominator. If 
the sum is set equal to zero, then a double root of the original rational expression will 
correspond to a root of this equation. 

Using Hudde's method, we would first break the denominator of f (x) into its com
ponent terms x2 and 4. Then each term would be multiplied by a Hudde polynomial 
made from the numerator using an arithmetic sequence whose terms are the differences 
between the power of the numerator term and the power of the denominator term. Thus 
x2 will be multiplied by (2 - 2) · x2 - (1 - 2) · 2x + (0 - 2) · 7 = 2x - 14, while 4 
will be multiplied by (2 - 0) · x2 - ( 1 - 0) · 2x + (0- 0) · 7 = 2x2 - 2x; the Hudde 
polynomial will then be 

x2(2x - 14) + 4(2x2 - 2x) .  

If x = a corresponds to an extreme value Z, then x = a will be a root of this poly
nomial. The reader may easily verify that the roots are x = 0, x = 4, and x = - 1 ;  a 
graph shows that x = 0 is extraneous, and the relative maximum occurs at x = - 1  
and the relative minimum at x = 4. 

The method of Hudde for rational functions seems very complex, but Hudde shows 
how it derives naturally from the previous work. As an example, Hudde sought to find 
the extreme values of 

ba2x + a2x2 - bx3 - x4 

ba2 + x3 - a +  x .  

First, the constant term - a  can be dropped, and the expression can be rewritten as a 
single quotient: 

2ba2x + a2x2 - bx3 

ba2 + x3 
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Suppose this has an extremum Z at x = c; we may write 

(8) 

and note that, as before, x = c corresponds to a double root of this equation. Multiply 
to convert this into a polynomial equation: 

2ba2x + a2x2 - bx3 = Zba2 + Zx3 . 

In previous problems, we multiplied by an arithmetic sequence ending in zero to elim
inate the term corresponding to the (unknown) extreme value Z. But here the extreme 
value Z appears in both the constant and third-degree terms, so how can we pick an 
arithmetic sequence that will eliminate it? The answer is remarkably simple: we can 
eliminate one of the terms including Z as before by choosing our arithmetic sequence 
appropriately. The remaining Zs can be eliminated using (8) . 

In this case, we can form a Hudde polynomial by multiplying the kth-degree term 
by k :  

Solving this equation for Z gives us 

I · 2ba2x + 2 · a2x2 - 3 · bx3 z = ---------=-----

3 · x3 
Substituting in the expression for Z from (8) yields 

2ba2x + a2x2 - bx3 
ba2 + x3 

1 · 2ba2 x + 2 · a2 x2 - 3 · bx3 
3 · x3 

Cross-multiplying and collecting all the terms on one side gives us the equation 

(9) 

( 1 . 2ba2x + 2 . a2x2 - 3 · bx3 )ba2 + ( -2 · 2ba2x + ( -1) · a2x2 - 0 · bx3)x3 = 0, 

which must have x = c as a root. 
We will prove Hudde's rule for the case of a rational function consisting of the 

quotient of two quadratics. Suppose 

a +  bx + cx2 
--------,- -Z 
d + ex +  fx2 - ' 

where Z is a local extremum. Clearing denominators we obtain 

Z (d + ex +  fx2) - a - bx - cx2 = 0. 

One of the many possibilities for the Hudde equation is 

Z (ex + 2fx2) - bx - 2cx2 = 0. 

Solve this for Z:  

bx + 2cx2 
Z =  . 

ex + 2fx2 

Substituting this value of Z into (10) gives 

a + bx + cx2 bx + 2cx2 
d + ex + fx2 - ex + 2fx2' 

(10) 



VOL. 78, NO. 5, DECEMBER 2 005 

Cross-multiplying and rearranging the terms gives 

(0 · a + 1 · bx + 2 · cx2)d 

+ ( -1 · a + 0 · bx + 1 · cx2)ex 

+ (-2 · a + - 1 · bx + 0 · cx2)fx2 = 0, 

which gives a solvable form of the Hodde equation. In general : 

HUDDE 'S RULE FOR QUOTIENTS. Let j (x) = g (x)j h (x) ,  where 

n m 

g (x) = I >kxk and h (x) = L bjxj , 
k=O j=O 

and suppose f(x) has an extremum Z at x = a. Then x = a  is a double root to 

Constrained extrema 
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At the end of his second letter Hodde applied his method to a constrained extrema; 
this allows the method to be extended to functions defined implicitly, which means 
that all algebraic functions can be handled using his methods. For a simple example, 
suppose we wish to maximize the objective function xy subject to the constraint 
x3 + l = 8xy . Begin by assuming Z = xy is the maximum. Solving the objective 
function for y we have y = Z j x, and substituting this into the constraint equation 
gives 

Multiplying by x3 and rearranging this gives 

x6 - 8Zx3 + Z3 = 0 .  

The corresponding Hudde equation might be 

6x6 - 24Zx3 = 0 .  

Solving for Z gives Z = x3 j4. Since Z = xy ,  we can equate the two expressions for Z 
to find y = x2 j4. Substituting this last into the constraint equation, we get an equation 
in x alone: 

Hence x = 4. Since y = x2 /4, we also have y = 4. 
Why does Budde's  procedure work? Consider the problem of maximizing an objec

tive function g(x , y) subject to the constraint f(x ,  y) = 0. The equation g(x ,  y) = Z 
corresponds to a family of curves, and for any specific value of Z, the curve might 
or might not intersect the graph of f(x ,  y) = 0. The intersections, if they exist, cor
respond to points where the objective function has value Z. Provided f and g are 
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sufficiently smooth, then the level curves f(x ,  y )  = 0 and g(x ,  y )  = Z, where Z i s  a 
maximum or minimum of g (x, y), must be mutually tangent at points corresponding 
to extrema. Hence the corresponding system of equations must have a double root, and 
Budde's procedure is applicable. 

The lost calculus 
Budde's work shows that any problem involving the derivatives of algebraic functions, 
even those defined implicitly, could be handled using only algebra and geometry. Other 
developments suggested that limit-free calculus could go much farther, even to the 
point of being able to solve all the traditional problems of calculus (at least for alge
braic functions). We will describe these developments briefly, as they are interesting 
enough to warrant separate treatment. 

In addition to solving the tangent and optimization problems, the derivative is also 
used to find points of inflection. This problem may also be solved algebraically by not
ing that the points of inflection correspond to points where the system of equations for 
the tangent line and curve has a triple root; this was first pointed out by Claude Rabuel 
in his 1 730 edition of Descartes [3] . We leave the application of Budde's procedures 
to finding inflection points as an exercise for the reader. 

Meanwhile another approach to finding tangents, developed by Apollonius of Perga 
and subsequently revived by John Wallis in his Treatise on Conic Sections ( 1 655), 
would lay the groundwork for a useful link between the derivative and the integral. In 
modem terms, the method used by Wallis and Apollonius is the following : Suppose 
we wish to find the tangent to a curve y = f(x) at the point (a , f (a) ) .  The tangent 
line y = T (x) may be defined as the line resting on one side of the curve; hence either 
f(x) > T (x) for all x =I= a, or f(x) < T (x) for all x =I= a .  (This is generally true 
for curves that do not change concavity; if the curve does change concavity, we must 
restrict our attention to intervals where the concavity is either positive or negative.) 

For example, if we wish to find the tangent toy = x2 at (a , a2) ,  then we want the 
line y = m(x - a) +  a2 to always be below the curve; hence it is necessary that 

m (x - a) + a2 :S x2 

for all x ,  with equality occurring only for x = a . Rearranging gives 

m(x - a) :S x2 - a2 

m (x -a) :S (x - a) (x + a) .  

First, consider the interval x > a; then x - a > 0, and we may divide both sides of the 
inequality to obtain the inequality m :S x + a  for all x > a ;  hence m :S 2a is sufficient 
to guarantee the line is below the curve for x > a .  Next, on the interval x < a, it is 
necessary that m =:: x + a ; hence m =:: 2a is sufficient to guarantee the line is below 
the curve for x < a . Thus if m = 2a, the line will be below the curve for all x =I= a ;  
therefore, the line will lie on one side of the curve and b e  tangent at x = a .  

A few years after Budde's work Isaac Barrow proved a version of the Fundamental 
Theorem of Calculus using the same type of double-inequality argument used by Wal
lis. Barrow's proof appears in his Geometrical Lectures ( 1 670, but based on lectures 
given in 1 664-1 666) ; we present a slightly modernized form. 

Consider the curve y = f(x) ,  assumed positive and increasing, and an auxiliary 
curve y = F(x) with the property that F(a) is the area under y = f (x) and above 
the x-axis over the interval 0 :s x :s a .  Now consider the line that passes through 
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(a ,  F (a) )  and has slope f (a) ;  let the equation of this line be T(x) = f (a) (x - a) + 
F(a) .  We seek to prove that this line will be tangent to the graph of y = F(x ) .  

First, take any b where 0 � b � a, and note that F(a) - F(b) i s  the area under 
y = j(x) over the interval b � x � a .  Since (by assumption) j(x) is positive and 
increasing, this area is smaller than f(a) (a - b) ;  hence F(a) - F (b) < f(a) (a - b) ;  
rearranging, we have F(b) > f(a) (b - a) + F (a) = T (b) .  Thus for all b in 0 � 
x �a, the line T (x) lies below the curve y = F(x) .  In a similar manner if b > a ,  
then F(b) - F(a) i s  the area below the curve over the interval a � x � b , and by 
assumption this area is greater than f(a) (b - a) ; thus F(b) - F (a) > j (a) (b - a) 
or F(b) > f(a) (b - a) + F (a) = T (b) ,  and the line T (x) is again below the curve 
y = F(x) for all x >a . Thus the line T (x) passing through (a , F (a)) with slope f (a) 
will be tangent to the curve y = F(x) .  T (x) = j (a) (x - a) + F (a) will be tangent 
to the curve y = F(x) .  If we take the geometric interpretation of the integral as the 
area under a curve and the derivative as the slope of the tangent line, then Barrow has 
proven: 

THE FUNDAMENTAL THEOREM OF CALCULUS. (BARROW'S VERSION) 

Let f (x)  be positive and increasing function on I =  [0, b], and let F (x) = J; j (t) dt 
for all x in I . Then F' (x) = f (x) jor all x in I . 

Together, the work of Descartes, Hudde, Wallis, and Barrow was on the verge of 
creating a calculus of algebraic functions that at no point required the use of limits 
or infinitesimal quantities. The main advantage of the limit-based calculus of Newton 
and Leibniz introduced in the 1 670s is that it is capable of handling transcendental 
functions .  Thus despite the lack of a theory of limits and concern over the use of 
infinitesimals, the calculus of Newton and Leibniz quickly supplanted the calculus of 
Descartes and Hudde, and the "lost calculus" vanished from the mathematical scene. 
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Problem B 1 on the 2002 Putnam competition [1] reads as follows: 

PUTNAM PROBLEM (PP): Shanille O' Keal shoots free throws on a basketball 
court. She hits the first, misses the second, and thereafter the probability that she 
hits the next shot is equal to the proportion of the shots she has hit so far. What 
is the probability that she hits exactly 50 out of her first 1 00 shots? 

The answer is 1 /99, as the reader may enjoy showing. Indeed, the probability that 
Shanille hits k of her next 98 shots is 1 /99 for all k with 0 s k s 98;  we will prove 
this later as a corollary to a more general result. 

The fact that the number of later hits is uniformly distributed on {0, 1 ,  . . .  , 98} may 
seem unexpected, but it reflects the fact that the starting conditions-one hit and one 
miss-convey very little information. In Bayesian jargon, as we will see, these starting 
conditions would be called noninformative, not because they convey no information 
whatever but because they lead to a uniform distribution on the outcome space. 

Let's generalize the problem slightly. Suppose Shanille begins with a hits and b 
misses, and then takes n additional shots . We will consider two associated random 
variables : 

Sn := the number of successes among n attempts; 

Sn + a  () ·- ----n .- a + b  + n 
We can think of ()n as an "updated belief" in Shanille's  shooting ability based on 
all accumulated data. In the Putnam problem (PP) we have a = b = 1 and we seek 
P(S98 = 49), the probability of exactly 49 hits among the next 98 shots. (We will write 
P(X = k) for the probability that the discrete random variable X has value k .) 

GENERALIZED PUTNAM PROBLEM (GPP): Shanille shoots free throws .  To be
gin, she hits a and misses b shots ; thereafter, she hits with probability equal to 
the proportion of hits so far. Determine the probability distribution of Sn . Equiv
alently, describe the distribution of ()n · 

As noted above, Sn is uniformly distributed on {0, 1 ,  . . .  , n} for a = b = 1 .  We will 
soon see that Sn is not uniformly distributed for any other choice of a and b .  

The GPP is a probability problem-at each stage the success probability () is fixed
but its ingredients suggest the Bayesian approach to statistics: 

• an initial belief (a prior distribution, in Bayesian jargon) about Shanille's shooting 
accuracy: () = aj (a + b) = hits/ (hits + misses) ; 

• data: the outcome of one or more shots ; 
• an updated (posterior) belief, based on the data, about Shanille 's  accuracy. 
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After solving the GPP we will propose and solve a Bayesian variant of the basket
ball problem, in which the GPP can be seen as "embedded." En route, we introduce 
Bayesian statistics in general and the beta-binomial model in particular. The Bayesian 
perspective can help explain some surprises in the GPP's solution. 

Bayesian statistics: a primer 

To put what follows in context, we note some differences between probability and 
statistics. Both disciplines deal with parameters (such as () ,  the success probability in 
some experiment) and data or random variables (such as Sn in the GPP). A proba
bilist usually takes parameters as known, and studies properties of the data or random 
variables, such as their distribution and expected values .  Statisticians study the inverse 
problem: Beginning from data, they try to describe parameters. 

The difference between the Bayesian statistician and the (more common) Frequen
tist statistician centers mainly on how each views the roles of parameters and data. A 
Frequentist views parameters as fixed but unknown quantities, and the data as random. 
Inferences, such as those concerning confidence intervals for parameters, are obtained 
through thought experiments starting with "Imagine all possible data produced by the 
parameter" or "If we sampled arbitrarily often . . . .  " 

Consider, for instance, a Frequentist method, the one-sample t-test for estimating 
a population mean e. Suppose that X1 , X2 , • • •  , Xn is an independent, identically dis
tributed sequence of random variables and let X = � L�=' X; . The distribution of the 
X; may not be known exactly, but some assumptions are made, such as that the distri
bution is approximately normal and that the X; have finite mean and variance. 

Given specific data x" x2 , • • •  , Xn and their sample mean i ,  one obtains a specific 
95% confidence interval (i - m ,  i + m) ,  with i a point estimate for e. (The value 
m is the margin of error and is determined from the variability observed in the data.) 
Notice that, from the Frequentist perspective, 95% is not the probability that e lies 
in the calculated interval. On the contrary, e is fixed while the confidence interval is 
random. The 95% probability concerns "coverage" : If one samples often, each time 
calculating a confidence interval, then about 95% of these intervals will contain e. 

A Bayesian, by contrast, sees the data as fixed, but expresses belief about a pa
rameter e as a probability distribution-subject to change as additional data arise. A 
Bayesian would concede that in some simple cases e has a "true" value. If, say, e is 
a coin's  probability of landing "heads," then (according to the law of large numbers) 
one could approximate e by flipping the coin many times. But in less repeatable cases, 
such as whether it will rain tomorrow, a Bayesian would rather model our belief (or 
uncertainty) about this likelihood. 

Consider, for instance, how a Bayesian makes an inference about a population pa
rameter, e, contained in a parameter space n. The Bayesian starts with a prior distri
bution n(e), which expresses an initial belief about the relative likelihood of possible 
values of e. The data X = X" X2 , . . .  ' Xn and their joint distribution f(X = X  I e) 
are known. To obtain the distribution of e conditioned on X (called the posterior dis
tribution and denoted by f (O I X =  x)), a Bayesian invokes Bayes's rule : 

f (X = xI O)rr(e) 
f (e I X = x) = A A A, fo f(X = x I e)rr(O) de ( 1 )  

where Q i s  the parameter space for e. (The integral i s  a sum if e i s  a discrete random 
variable. )  In simple cases ( 1 )  can be evaluated in closed form; other cases require nu
merical methods, such as Markov Chain Monte Carlo (MCMC) techniques .  A variety 
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of sources discuss Bayesian methods in general [3, 4, 5, 6] and MCMC techniques in 
particular [2, 4, 5] .  

Knowledge of j (() I X = x) amounts, from a statistical perspective, to knowing 
"everything" about () .  For example, a Bayesian might use the expectation E( () I X = x) 
as a point estimate of () .  A 95% confidence interval for () could be any interval (()1 , ()2) 
for which 

1(}2 
(}I 

f (() I X = x) de = 0.95 .  (2) 

Among all such intervals, one might choose the one symmetric about the expected 
value E((J I X = x) , or, alternatively, the narrowest interval for which (2) holds. In 
any event, (2) expresses the Bayesian's belief that () lies in the confidence interval 
with 95% probability. Thus, Bayesians and Frequentists agree that a 95% confidence 
interval depends on the data, but a Bayesian expresses the dependence explicitly, using 
the posterior distribution. 

Bayesians v. Frequentists Where do Bayesians and Frequentists disagree? Follow
ing is a somewhat caricatured discussion; in practice, many statisticians adopt aspects 
of both approaches. 

Frequentists see the Bayesian notion of a prior distribution as too subjective. 
Bayesians counter that Frequentists make equally subjective assumptions, such as that 
a given distribution is normal. Frequentists claim that Bayesians can, by choosing a 
suitable prior, obtain any desired result. Not so, Bayesians reply: Sufficient data always 
"overwhelm the prior" ; besides, ill-chosen priors are soon revealed as such. Frequen
tists appreciate the computational tractability of their methods, and see Bayesian 
posterior distributions as unduly complex. Not any more, say Bayesians-modern 
computers and algorithms make posterior distributions entirely manageable. 

Bayesian inference t he beta-binomia l way 

We illustrate Bayesian inference using the beta-binomial model (which we apply later 
to a Bayesian-flavored basketball problem). Suppose X is a Bernoulli random variable 
with values 0 or 1 and P(X = 1 )  = () ;  we write this as X "-' Bernoulli (()) .  For fixed n, 
let X 1 , X2 , • • •  , Xn be independent Bernoulli random variables and set Y = X 1 + X2 + 
· · · + Xn . Then Y is the number of successes ( l s) in n Bernoulli trials, a Binomial 
random variable, and we write Y "-' Binomial(n, () ) .  

As  a prior distribution on  () Bayesians often choose a Beta(a, b)  distribution on 
[0 , 1 ] .  This distribution is defined for arbitrary positive a and b, and has density 

+ (() ) = 
r (a + b) 

ea- ! ( 1 - ())b-l . 
J a ,b r (a)r (b) ' 

we write () rv Beta(a, b) . (The gamma function is defined for X > 0 by 

r (x) = 100 tx- ! e-t dt . 

Among its familiar properties are r (x) = (x - 1 ) r (x - 1 )  and r ( 1 )  = 1 . In particu
lar, r (n) = (n - 1 ) !  for positive integers n .  It is an interesting exercise to show directly 
that f01 !a,b (()) d() = 1 .) 
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FIGURE 1 shows Beta(a, b )  densities !a,b (B) for several choices of a and b. Notice 
how the parameters control the shape of the distribution. Straightforward calculations 
give the expectation and variance for (} '"" Beta(a, b) :  

a 
E(B)  = - · 

a + b '  
ab 

Var(B ) = . 
(a + b)2 (a + b + 1 )  

(3) 

These formulas suggest that a and b can be thought of as imagined prior hits and misses 
among n = a +  b attempts . Indeed, suppose that a, b are actual hits and misses from 
a Binomial(a + b, B) distribution. Then the Frequentist's (unbiased) estimate of 8 ,  

� a 
(} = -- , 

a + b 
is precisely the Bayesian's expected value of e . Similarly, 

� 0 ( 1 - 0) ab 
Var (B ) = 

a + b 
= 

(a + b)3 ' 

which is (a + b + l ) j (a + b) times the Bayesian's Var(B ) .  

3 

2 .5  

2 

1 . 5  

0 . 5  

0 

a = 1, b = 2  

0 .2  0.4 
(} 

Figure 1 P lots of fa, b ((})  for d i fferent va l ues of a, b 

Notice also that one can arrange any positive mean and variance by choosing a and 
b judiciously in (3) .  For example, setting a = 7 and b = 2 in (3) reflects Bayesian 
belief in a mean near 7 j9; see FIGURE 1 .  Setting a = b = 1 produces the uniform 
distribution on [0, 1 ], known here as the noninformative prior because it reflects little 
or no prior belief about (} .  

The following well-known result links the beta and the binomial distributions in the 
Bayesian setting. 

PROPOSITION 1 .  Suppose that (} '"" Beta(a , b) and X '"" Binomial(n , 8) , so the 
prior distribution has density function 
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and 

P(X = k I e) = G) eko - e)n-k _ 

Then e has posterior distribution Beta( a +  k, b + n - k). That is, 

f (0 I X =  k) = 
f (a + b + n) 

ea+k
- 1 ( 1 - O)b+n-k- 1 . 

r (a + k)f (b + n - k) 

Note Proposition 1 and equation (3) imply that the posterior expectation E(O) satis
fies 

E(O) = 
a +  k 

= 
a +  b . _

a
_ +  

n 
. 
� -

a + b + n  a + b + n  a + b a + b + n  n 
Thus, E(O) is a convex combination of the prior mean aj (a + b) and the sample mean 
kjn ;  the Bayesian method favors the prior for small samples but tends toward the 
Frequentist figure as the sample size increases . 

Proof. Bayes 's  rule ( 1 )  gives 

(n)ek ( 1 _ e)n-k r<a+b> ea- t ( 1 _ e)b- 1 

J (8 I X = k) = 
k f (a)f (b) 

r 1 (n)ek ( l - e)n-k 
f (a+b) ea- 1 ( 1 - e)b- 1  de " Jo k r(a)f (b) 

Canceling common factors and collecting powers of e and ( 1 - 0) gives 

f (0 I X = k) = C ea+k- 1 ( 1 - O)b+n-k- 1 

for some constant C.  Since f(O I X = k) is a probability density, i t  must be 
Beta(a + k, b + n - k) . • 

The beta-binomial model 's  main ingredients resemble those of the GPP: 

• a prior distribution: e '"" Beta(a, b) , with E(O) = aj (a + b) ; 
• data: X '"" Binomial(n, 0) ; 
• a posterior distribution: e '"" Beta( a +  k, b + n - k) with 

a + k Epost(O) = 
a + b + n 

The analogy continues. For the GPP, the initial success probability has the fixed value 
Oo = aj (a + b) ;  for the beta-binomial, Bo is random, but E(Oo) = aj(a + b) .  After 
n shots with k successes, the GPP gives en = (a + k) j (a + b + n) ,  which is also the 
expected value of e

n 
after a beta-binomial update. A similar theme will be seen in what 

follows .  

Repeated updates Repeated beta-binomial updates turn out to be equivalent to a 
single beta-binomial update. More precisely, let n 1 and n2 be positive integers and a 
and b fixed positive numbers, with e '"" Beta(a, b) and k1 '"" Binomial(n 1 , 0) . Updat
ing e once gives e '"" Beta(a + kt . b + n 1 - k 1) . If k2 '"" Binomial(n2, OJ ) , then updat
ing e again gives 

e '"" Beta (a +  (k1 + k2) ,  b + (n 1 + n2) - (k, + k2) ) , 

which shows that e can be obtained from one beta-binomial update with k 1 + k2 suc
cesses in n 1 + n2 trials .  This result plays well with Bayesian philosophy: The data 
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and the model-not an arbitrary subdivision into two parts-determine our posterior 
belief. 

If n = 1 ,  the binomial random variable reduces to the Bernoulli case; the result 
might be called a beta-Bernoulli model. The preceding observation implies that up
dating a Beta(a, b) prior distribution with a sequence of beta-Bernoulli updates is 
equivalent to a single beta-binomial update. 

Bayesian prediction Our goal so far has been to combine a prior distribution with 
data to predict future values of a parameter e . A natural next step is to use our new 
knowledge of e to predict future values of the random variable X. If e were fixed we 
would obtain the traditional binomial distribution: 

Because our e is random, we average over all values of e, weighted by its posterior 
density. Not surprisingly, the randomness of e leads to greater variability in X. With 
e ,...., Beta(a, b) ,  we have 

P(X = k) = 1 1 
P(X = k I e) fa .b (e) de 

= t (n) ek ( l - et-k r (a + b) 
ea- 1 ( 1 - e)b- 1 de lo k r (a)f (b) 

= (n) r (a + b) t ea+k- 1 ( 1 - e)b+n-k- 1 de 
k f (a)r (b) lo 

= (n) r (a + b) r (a + k)r (b + n - k)
. 

k r (a)f (b) f (a + b + n) 
(4) 

This result is called the marginal distribution of X, or, in Bayesian parlance, the pre
dictive posterior distribution. 

The distribution (4), known as the diffuse binomial, is close kin to the ordinary bi
nomial distribution. FIGURE 2 suggests how: Both distributions have the same general 

0. 10 

0.08 

0.06 

0.04 

0.02 Diffuse Binomial • 

• Binomial 

. . . 

• • • • •  I I I •• 
•

• 
•
• • • • • • •

• 0.00 L---,.------,r------.-------.---
· 

_. _. _. _. _. _. ""T._J 
20 30 40 50 60 

Figure 2 Distr ibut ions of P(X = k) for the d i ffuse b i nomia l  with n = 60, a =  2 5 ,  b = 1 0; 
and for Bi nomia l (60,  8) with e = 2 5 / 3 5  
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shape but the diffuse version has larger "tails ." Equation (4) has more than passing 
interest-it will reappear when we solve the GPP. 

Like the updating process, the predictive posterior distribution does not depend on 
a partitioning of n . To see this, suppose that e, ,...., Beta(a , b) , X1 ,...., Binomial (n � .  e1 ) , 
e2 ,...., Beta(a + k, ,  b + n , - X , ) , and X2 ,...., Binomial(n2 ,  e2) . 

If X =  X, + X2, n = n ,  + n2 , and k = k, + k2, then we have 

n , nz 
P(X = k) = L L P (X, = k, and X2 = k2) 

k1 =0 k2=k-k1 
n , nz 

= L L P (X2 = k2 1  x, = k, ) P(X, = k, ) .  
k1 =0 k2=k-k1 

Substituting (4) in both factors above gives P(X = k) = 

f t (n2) f (a + b + n 1 ) 

k, =O kz=k-k, k2 f (a + k, ) f (b + n 1 - k1 ) 

r (a + k, + k2) f (b + (n , + n2) - (k, - k2)) 
X 

f (a + b + (n 1 + n2)) 

x 
(n ') f (a + b) f (a + k1 ) f (b + n 1 - k1 ) 
k1 f (b) f (a + b) f (a + b + n 1 ) 

= 
f (a + b) f (a + k)f (b + n - k) t t (n2) ·(n ' ) 
f (a)f (b) f (a + b + n) ki =O kz=k-kl k2 k, 

= f (a +
b) f (a + k)i (b + n - k) (n) · 

r (a) f (b) f (a + b + n) k 

Thus, an imagined partitioning of the attempts does not-and to a Bayesian should 
not--<:hange the predicted outcome. 

No free lunch One might also ask about the marginal posterior distribution of e, 
found by averaging over all possible outcomes of X. To a Bayesian this exercise is 
fruitless :  Imagining all possible outcomes should not change the initial belief about e .  
The following calculation explains this for e a continuous and X a discrete random 
variable. (The same result holds for any combination of discrete and continuous ran
dom variables . )  

Consider a continuous random variable e, with prior density rr (e)  and values in n, 
and suppose that a discrete random variable X, with values x in a set S, has conditional 
density P(X = X I e ) .  Then, for each X, the conditional posterior distribution for e has 
density 

P(X = X I e) rr (e )  /post (e I X = x) = A A A .  

fn P(X = x 1 e)rr(e )  de 

Now we can find the marginal posterior distribution: 
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!post ((}) = L /post ((} I X =  x) P(X = x) 
x ES 

- " P(X = X  I (}):rr ((} ) -
- L._; � � � P(X - x ) 

xES fn P(X = X I O):rr ((} ) d(} 

3 6 1  

= L P(X = x I (}):rr ((}) 
P(X = x) = :rr ((}) L P (X = x I 0) = :rr (O ) .  

x ES P(X = x ) x ES 

That the prior and the marginal posterior distributions for (} are identical illustrates a 
Bayesian "no free lunch" principle : Real data, not thought experiments, are needed to 
update a prior distribution. 

Bayesian basketball Yet again the tireless Shanille shoots free throws and we seek 
to model our belief about her success probability (}. As cautious Bayesians we choose 
for (} the "noninformative prior"-the uniform distribution on [0, 1 ] .  Lacking further 
information, we see every subinterval of [0, 1 ] of width jj.(} as equally likely to contain 
the "true" (} .  A more informed Bayesian fan might choose an informative prior, say, 
Beta(4, 4) . FIGURE 3 shows both choices. 

2 

1 .5 

0.5 

0 
(} 

Figure 3 The Beta( l , 1 ) (u n iform, non i nformative) and Beta(4 , 4) pr iors for (} ,  Shan i l le 's 
success probabi l ity 

Here, unlike in the GPP, we never know Shanille's  exact success probability. (If we 
knew (} exactly we wouldn' t  bother to estimate it ! )  If Shanille shoots n free throws and 
hits k, then, using the beta-binomial model and invoking Proposition 1 , we obtain the 
following posterior distributions for (} :  

for prior Beta( l , 1 ) : Beta(1  + k ,  1 + n - k) , with Epost ((}) = 
k + 1 
n + 2 

for prior Beta(4, 4) : Beta(4 + k ,  4 + n - k) , with Ep0s1 (0) = 
k + 4

. 
n + 8  

In each case a 95% confidence interval (u , v) for (} can be obtained by finding (perhaps 
numerically) any numbers u and v for which 

f (n + a +  b) lv 
ea- l+k ( 1 - (})b- l+n-k d(} = 0.95 . 

f (k + a)f (n - k + b) u 
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The following table compares the Frequentist (in this case binomial) and two different 
Bayesian point estimates and symmetric 95% confidence intervals for () using different 
values for n and k .  

TABLE 1 :  Frequenti st and Bayesian  esti mates for (} 

Model (k , n) Point estimate 95% confidence Interval width 

Frequentist (2, 3) 2/3 � .667 ( . 1 25 ,  .982) . 857 
(30, 45) 30/45 � .667 ( .509, .796) .287 
(60, 90) 60/90 � .667 ( .559, .760) .201  

Bayesian, a = 1 ,  b = 1 (2, 3) 3/5 = .600 ( .235, .964) .729 
(30, 45) 3 1 /47 � .660 ( .527, .793) .266 
(60, 90) 6 1 /82 � .663 ( .567, .759) . 19 1  

Bayesian, a = 4, b = 4 (2, 3) 6/ 1 1  � .545 ( .270, . 820) .550 
(30, 45) 34/54 � .642 ( .5 14,  .769) .254 
(60, 90) 64/98 � .653 ( .560, .747) . 1 87 

Observe: 

• The Frequentist point estimate for () is always 2/3, the sample proportion of suc
cesses . Bayesian point estimates ,  by contrast, are weighted averages of the sample 
proportions and the prior mean, 1 /2. 

• For fixed k and n, widths of 95% confidence intervals decrease as we move from 
the Frequentist through the noninformative Bayesian to the informative Bayesian 
perspective. 

• The Frequentist and Bayesian estimates come together as n increases.  "Data over
whelm the prior," a Bayesian might say. 

• For the informative prior Beta(4, 4) , FIGURE 4 shows the densities for () becoming 

narrower and moving toward the sample mean as n increases. 
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6 

4 

2 

0 

(} 

Figure 4 An i nformative pr ior (Beta(4 , 4),  dashed) and severa l  poster ior densities for (} 
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Solving the G PP 
Leaving (for now) the realm of statistics, we now return to probability and the GPP. 
We asserted above without proof that in the original PP (with a = b = 1 ) ,  the random 
variable Sn is uniformly distributed: 

1 PCSn = k) = -- for k = 0, 1 ,  . . .  , n .  
n + l  

Instead of proving this directly, we calculate P CSn = k) for arbitrary positive integers 
a and b. This takes a little work, but as a small reward we see the beta-binomial 
predictive posterior distribution C4) crop up again. We see, too, that C5) reduces to the 
uniform distribution if, but only if, a = b = 1 .  

PROPOSITION 2 .  With notation as in the GPP, we have 

PCS _ k) _ (n) r ca + b) r ca + k)r Cb + n - k) n - - k r ca) r (b) r ca + b + n) 
C5) 

Proof There are G) ways to achieve k successes in n attempts . The key observation 
is that all sequences of k successes and n - k failures are equally probable. To see why, 
consider any point at which s successes and f failures have occurred. The probability 
of a success followed by a failure is thus 

s f 
s + J s + f + l ' 

while the probability of a failure followed by a success is 

f s 
s + f s + f + l 

Because these two quantities are equal we can rearrange any sequence of successes 
and failures so that (say) all k successes come first. The probability of this special 
arrangement is 

a Ca + 1) · · · (a + k - 1) bCb + 1) · · · (b + n - k - 1 )  
(a + b) Ca + b + 1 )  . .  · (a + b + n - 1 )  

= 
r ca + b) r ca + k)r (b + n - k) 
r ca )r Cb) r (a + b + n) 

where the equality follows by rewriting the right side in terms of factorials .  Finally, the 
probability of any k successes among n attempts is G) times the preceding quantity . 

• 

Back to the Beta Now we can start to explain why formulas C4) and C5) are identical .  
FIGURE 5 shows probability distributions of t11 00 CShanille 's  success rate on her l OOth 
shot) for several choices of a and b. 

The plots in FIGURE 5 closely resemble the corresponding beta density functions 
fa.b in FIGURE 1 ;  they differ mainly by a vertical scale factor of a +  b + n .  We can 
describe this graphical similarity in probabilistic language. Let I be any interval con
tained in [0, 1] and () '"" BetaCa , b) . We will show that 
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Figure 5 Dens i ty for p lots of &1 00 for d i fferent va l ues of a and b; compare to F I G U R E  1 

IP(en E / ) - P(e E n l  = 0 ( 1 /n) , (6) 

which means that if we start with a hits and b misses, then for large n the discrete 
probability distribution for en is approximated by the continuous Beta(a , b) distribu
tion. 

To prove equation (6) is a routine but slightly messy exercise in 0 -arithmetic. First, 
let 

a + k 
tn ,k = a + b + n and Pn .k = P(en = tn , k) 

for k = 0, 1 ,  2, . . .  , n .  Equation (6) will follow if we show that 

!a ,b (tn , k ) = (a + b + n) Pn ,k + O ( l jn) 

uniformly in k .  Because !a ,b (tn , k ) and Pn,k have the common factor 

r (a + b) 
r (a) r (b) ' 

to prove (7) it will suffice to show that 

(7) 

(n) r (a + k) r (b + n - k) a 1 b 1 Dn k := (a + b + n) = tn k ( 1 - tn k ) - + O ( l jn) ,  , k r (a + h + n) , . 
uniformly in k .  Writing out Dn.k in terms of factorials gives 

Dn,k = (a + b + n) 
(a + k - 1 ) (a + k - 2) · · · (k + 1 )  (b + n - k - 1 ) (b + n - k - 2) · . .  (n - k + 1) 

X 
(a + b + n - 1 ) (a + b + n - 2) · · · (n + 1 )  

Note that both numerator and denominator have a + b - 1 factors . Dividing all factors 
by N = a +  b + n and substituting tn ,k = (a + k) j N and 1 - tn ,k = (b + n - k) j  N 
now gives 



VOL. 78, NO. 5,  DECEMB E R  2 005 365 
(tn ,k - �)  (tn , k - �) · · · (tn ,k - �) ( 1 - fn , k - �) ( 1 - ln ,k - �)  · · · ( 1 - ln ,k - �) 

( 1 - �) ( 1 - �) . . .  ( 1 - a+t- 1 ) . . .  

(tn , k + 0 ( 1 /n)r-
1 
( 1 - tn . k + 0 ( 1 /n ) ) b-

1 

( 1  + 0 ( 1 /n)t+b- 1 

= r:./ / ( 1 - ln , kt- 1 + O ( l jn ) = Dn ,b 

as desired. (The assiduous reader is invited to verify the 0-arithmetic in the last step.) 
Next we use (7) to prove (6) . To begin, write I = [a , ,8 ] ,  fix n ,  and suppose that I 

contains the tn , k ranging from tn , ko to tn .kM ' where 0 s ko < kM s n .  Now the continu
ity of !a ,b on [0, 1 ]  implies that 

1fJ 
itn,kM 

P(tJ E I ) = fa .b (t ) dt = Ja ,b (t ) dt + 0 ( 1 /n ) .  
a tn ,ko 

The last integral can, in tum, be approximated by a convenient approximating sum 
with step size 1 / (a + b + n) :  

(The 0 ( 1 /n) assertion holds because the integrand !a ,b (t) has bounded first deriva
tive.) Now (7) implies that 

!a , b Ctn , k ) 
= p + O ( l /n2) 

a +  b + n n , k 

for all k, which in tum gives 

fa .b (tn , ko ) + · · · + Ja ,b Ctn , kM ) 
a + b + n  

=Pn,ko + Pn , ko+ 1 + · · · + Pn , kM + M · 0 ( 1 /n2) + O ( l jn ) 
=Pn ,ko + Pn, ko+ 1 + · · · + Pn , kM + 0 ( 1 /n) , 

and (6) follows. 

Great expectations Next we find expected values of Sn and 811 ; perhaps surprisingly, 
we can do so without recourse to their explicit distributions, given in (2) . First we write 
Sn = Sn- 1 + X11 , where Xn is 1 if the nth shot hits and 0 otherwise. Then we have 

n- 1 
P(Xn = 1 )  = L P(Xn = 1 I Sn- 1 = k)P(Sn- 1 = k) 

k=O 
n- 1 a +  k 

= L P(Sn- 1 = k) 
k=O a + b + n - 1 

a L P(Sn- 1 = k) + L k P(Sn- 1 = k) a + P(S11_ J )  
a + b + n - 1  a + b + n - 1 

(8) 
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Thus, 

P(Sn )  = P(Sn- 1 ) + P(Xn) = P(Sn- 1 ) + P(Xn = 1) 

= P(Sn- l ) + 
a +  P(Sn- 1 ) 

= 
a 

+ P(Sn- l ) 
a +  b + n 

a + b + n - 1  a + b + n - 1 a + b + n - 1 

Now clearly E(S0) = 0, and it follows by induction that 

na 
P(Sn )  = 

a + b 

for n =::: 0. The expected value of On is readily found-and seen to be constant: 

P(On )  =
a +  P(Sn )  

= 
a + � 

= _
a
_ . a + b + n  a + b + n  a + b 

In particular, (8) shows that 

a 
P(Xn = 1 )  = P(On- 1 ) = -- . a + b 

That P(Xn = 1 )  is constant recalls the earlier Bayesian "no free lunch" result, in 
which averaging over all possible outcomes did not produce new knowledge. Here, 
too, Shanille's initial success probability---aj (a + b)-remains unaltered as we imag
ine future outcomes.  

Another way to think of this is to imagine a large number, M, of Shanille-clones, 
each starting with a hits and b misses and hence an initial aj(a + b) success prob
ability. Thereafter, each Shanille updates her own probability by the GPP rule. At 
each stage the distribution of all M Shanilles '  success probabilities is as described in 
Proposition 2, but the group's average success probability remains at af (a + b) ,  and 
its expected number of hits is Maf (a + b). After many stages, the distribution of the 
individual success probabilities strongly resembles a Beta(a , b) distribution. 

Bayesian basketball Finally, we consider the Bayesian Beta-Binomial Basketball 
Putnam Problem (BBBPP) : 

Shanille O 'Keal, now a converted Bayesian, shoots free throws.  Starting with a 
Beta distribution, at each stage she draws a value of () from the distribution and, 
with success probability, shoots a basket and then updates her distribution by the 
beta-binomial method. Describe the marginal distributions of On and of Sn , her 
success probability and total number of successes after n shots. 

The BBBPP extends the GPP in several senses. First, the GPP starting points, a hits 
and b misses, mirror the initial Beta parameters a and b. Second, while the GPP 
Shanille is certain of her success probability at each stage, the BBBPP Shanille has 
less certainty-but she could always return to her GPP ways by replacing the random 
draw of en with its expected value at each stage. 

In the BBBPP setting Sn and On have a new relationship: Sn is still a discrete random 
variable, but en is now a continuous random variable that describes Shanille's skill. 
Now Sn is conditioned on Ot . for 0 :5 k < n, and On is conditioned on Sn . Each ()k is 
obtained by a beta-Bernoulli update of ()k- I -

We might seem to have traded the relatively simple discrete GPP, with its single 
discrete random variable Sn , for a more complex BBBPP, with two intertwined random 
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variables, one discrete and the other continuous .  The bargain i s  better than it might 
seem-properties of the beta-binomial and of the Bayesian scheme tum out to simplify 
our solution. For instance, we can replace the sequence e0 , e1 ,  • • •  , en of beta-Bernoulli 
updates with a single beta-binomial, starting with eo and producing en .  

The marginal distribution of en follows from the "no free lunch" principle: The 
marginal posterior and the prior distribution are identical. Thus, for all n ,  the success 
probability en has marginal posterior distribution Beta(a , b), and E(en ) = aj (a + b) .  
In the GPP, by comparison, the distributions of en approximate the Beta(a , b )  distribu
tion for large n, and E(en ) = aj (a + b) for all n . 

Consider, in particular, the noninformative (uniform) Beta( l ,  1 )  prior distribution. 
Averaging over all possible outcomes assures that, at the nth stage, all values of en 
remain equally likely. This brings the original PP to mind: All values en for the updated 
success probability are equally likely at each stage. 

Now we consider Sn . For the GPP the distribution of Sn , found in Proposition 2, 
is identical to the predictive posterior of a Beta(a , b) prior, shown in (4) . The same 
result holds for the BBBPP, but here the connection is more natural. A sequence of n 
Bernoulli updates is equivalent, as shown earlier, to a single binomial update with n 
trials .  The probability we seek, P(Sn = k) , was found in (4) : 

p S = k = (n) f (a + b) f (a + k) f (b + n - k)
. ( n ) k f (a) f (b) f (a + b + n)  

I t  follows that E(Sn )  = naj(a + b) for all n ,  as  in  the GPP. 

Conc l us i on 

Here we end our tour of Shanille's basketball adventures and our detour through 
Bayesian statistics. We explored the GPP, a problem in probability, by "embedding" 
it in a Bayesian context. The embedding amounts, essentially, to replacing a fixed e 
with a random variable with expectation e .  Almost every property of the fixed-e case 
is reflected in a property of the variable-e setting. The embedding helped reveal some 
interesting properties of the GPP and links to Bayesian principles, such as the "no free 
lunch" property. 

Finally, a confession: Even the BBBPP smacks more of probability than of Bayesian 
statistics at its purest. To a fully committed Bayesian, what changes over successive 
free throw attempts is not really Shanille's  success probability, as the BBBPP implies. 
Shanille's  skill remains unchanged throughout-only our belief is knowable, and sub
ject to updating. For Bayesians, it's all about belief. 
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Everyone knows that the derivative of a function at a point measures the slope, or in
stantaneous rate of change, of the function at that point; this follows from the usual 
difference-quotient definition. However, various alternate formulations of the deriva
tive have proved valuable. Many of these are discussed in Bruckner's  text [1 ] .  

The Lanczos derivative is one alternate definition not mentioned by Bruckner, 
which has been a focus of recent attention [3, 5, 10] . Attributed to the Hungarian-born 
mathematician Cornelius Lanczos (pronounced Lan' tsosh) [7] , this derivative is actu
ally defined in terms of a definite integral ! The Lanczos derivative of a function f at x 
is given by 

3 lh f{ (x) = lim -3 f(x + t)t dt , 
h-+O+ 2h -h 

(1 ) 

provided the limit exists . 
Groetsch [3] showed that ( 1 )  is a proper extension of the usual derivative. For in

stance, f need only possess a left derivative j!_ (x) and a right derivative f� (x ) at x in 
order to be Lanczos differentiable at x .  In fact, when these two derivatives exist, 

f{ (x) = 
j!_ (x) + f� (x)

. 
2 

(2) 

For example, if f (x ) = l x l ,  then f{ (O) = 0. Groetsch also investigated the Lanczos 
derivative from the perspective of numerical analysis. Shen [10] related the Lanczos 
derivative to an expectation operator in statistics ,  while Hicks and Liebrock [5] con
sidered some computational aspects of the Lanczos derivative that are related to astro
physics .  

Although Lanczos 's  original motivation arose from the need to differentiate an em
pirically defined function-a standard question in numerical analysis-we develop it 
through a surprising connection to linear regression. We sample the function uniformly 
in a small neighborhood of a point and use the method of least squares to find the slope 
of the line that best fits that data. Broadly speaking, the Lanczos derivative is the limit 
of this slope as the number of data points increases to infinity and the width of the 
sampling interval shrinks to zero. 

We press this idea further to show that the Lanczos derivative can be viewed as a 
limiting covariance between two random variables relating the input and output of the 
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function f. Finally, we develop higher-order Lanczos derivatives using higher-order 
regression, approximating f by polynomials of various degrees .  

The Lanczos der ivat ive v ia  least squares 

To connect the Lanczos derivative to linear regression, fix x and assume f is defined in 
some open interval about x .  Thus, for h > 0 and n sufficiently large, f (x + t ) ,  when 
viewed as a function of t, is defined at the 2n + 1 inputs 

k tk = -h ,  where - n ::S: k ::S: n . n (3) 

Let y (t) = m (h ,  n)t + b(h ,  n) denote the best linear approximation to f(x + t) near 
t = 0, in the sense of least squares, using the data points (tb f (x + tk ) ) . 

t = -h t = 0 t = h 

Figure 1 The least-squares regress ion l i ne us ing  the data poi nts ( tb f(x + tk))  

The standard recipes for the slope and intercept of the best linear approximation 
simplify to 

and 

3 L�= I ( f (X + !!. h) - f (X - !!. h) )  k 
m (h ,  n) = 

(2n2 ; 3n + l )h 
n 

3n2 L�=-n f (x + �h) (�h) �  
(2n2 + 3n + l )h3 

n "'n f (x + !!.h) !!. 
b(h n) = L-k=-n n n 0 ' (2n + l )h 

(4) 

(5) 

(6) 

Thus, if f is a function represented in tabular form, whose 2n + 1 inputs are spaced 
hjn units apart, then (4) gives an approximation to f' (x ) .  Furthermore, if f'(x) exists, 
then an application of L'Hopital 's Rule followed by algebraic simplification reveals 
that limh---+O+ m (h ,  n) = f' (x) for each fixed value of n . However, if instead of fixing 
n and letting h tend to 0, we let n tend to infinity first, (5) and (6) become 

3 l
h 1 l

h 
m(h) = -3 f(x + t)t dt and b (h) = - f(x + t) dt .  

2 h  -h 2h -h 
(7) 
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We thus see that f£ (x) = limh"""*o+ m(h ) . In other words, the Lanczos derivative of f at 
x is the limiting slope of the least-squares lines that approximate f in a neighborhood 
of x .  

Before proceeding, w e  pause to consider the relationship between the Lanczos 
derivative and the symmetric derivative. The symmetric derivative is defined by 

f' (x) = lim 
f(x + h) - f (x - h)

, s h"""*o+ 2h 

provided that the limit exists . Note that the difference quotient that appears in this def
inition is simply m (h ,  1 ) .  It is not difficult to prove that J; (x) = (f� (x) + f� (x) )/2, 
assuming that these one-sided derivatives exist. The converse is false as indicated by 
the function S defined by S (x) = x sin( l /x)  for x ::/= 0 and S(O) = 0. This function 
has a symmetric derivative at 0 but does not have one-sided derivatives at 0. 

For a continuous function f ,  it is easy to prove that f has a Lanczos derivative at 
a point x whenever it has a symmetric derivative at x .  Using L'Hopital 's  Rule and the 
Fundamental Theorem of Calculus, we find that 

fh 
f(x + t)t dt 

f' (x) = lim _-_
h
_----:---L h"""*o+ 2h3 j3 

. f (x + h)h - f(x - h) (-h) (- 1 )  , = hm 
2h2 = fs (x) .  

h"""*o+ 

We will see in the next section that a continuous function may have a Lanczos deriva
tive at x even when it fails to have a symmetric derivative at x .  

Interestingly, a second route to ( 1 )  avoids any discretization. This method utilizes 
the observation that the Lanczos derivative is in fact a symmetric form of the least
squares derivative developed by Kopel and Schramm [6] . Let m and b denote the 
quantities that minimize the mean square error 

E(m , b) = 1: (f (x + t) - (mt + b) } 2dt . 

Setting to zero the partial derivatives of E with respect to m and b, integrating where 
possible, and solving the resulting system of equations for m and b in terms of f, x ,  
and h also yields (7) . 

As we shall see, both methods for deriving the Lanczos derivative give insight into 
its meaning. The discrete method yields a statistical interpretation of the Lanczos 
derivative. The integral method provides insights into connections between the 
Lanczos derivative and Fourier analysis. 

The calculus of the Lanczos derivative To what extent do familiar results from 
calculus remain valid when the usual derivative is replaced by the Lanczos derivative? 
Since integration is a linear operation, the Lanczos derivative enjoys the same linearity 
properties as the usual derivative. But because the Lanczos derivative allows us to 
differentiate many functions not differentiable in the usual sense, we should not be 
surprised to discover that other properties of the usual derivative are not shared by its 
Lanczos derivative counterpart. 

For example, by considering the absolute value function on the interval [ - 1 ,  2],  or 
any closed interval containing the origin in its interior but not at the center of the inter
val, we observe that the Mean Value Theorem fails to hold when the usual derivative 
is replaced by the Lanczos derivative. 
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Even simpler calculus results fail to hold for the Lanczos derivative. Because the 

formula for the Lanczos derivative involves a Riemann integral, which is independent 

of the value of the function f at any particular point, it is trivial to construct examples 
of pairs of functions that fail to satisfy the product or chain rule. A more difficult 
assignment asks us to construct a counterexample involving only continuous functions . 
To accomplish this task, we introduce the oscillating root function: { ( - l )n . .ji .  </J (t) if t E (-1- ,  ! ]  for some n E N, 

f (t) = n + 1 n 
0 otherwise. 

In this definition, <P denotes a nonnegative, continuous, piecewise linear function 
that is equal to one most of the time, which we introduce to make f continuous.  More 
specifically, we assume <P is bounded by one, equal to zero outside [0, 1 ] ,  satisfies 

¢ ( 1 /n) = 0 for all n in N and has the property that f1%:+1 l ( 1 - </J (t)) dt is very small. 

Assuming this integral is less than 1 jn5 will suffice for our purposes. 

/ 

Figure 2 The osc i l l ati ng root funct ion 

Using properties of alternating series, we can show that f{ (O) exists, and thus 
2j(O)f{ (O) is zero. However, (!2)� (0) = 1 /2 . The details may be found posted at 
the MAGAZINE website. This example then establishes that neither the product nor 
the chain rules hold in general for the Lanczos derivative, even under the assumption 
of continuity. Furthermore, the fact that (f2)� (0) exists but the symmetric derivative 
of f2 at the origin does not, illustrates how the Lanczos derivative differs from this 
other derivative extension. 

The uniform random variab le, f;_, and corre lation 

Based upon the results of the preceding section, we might be discouraged that the 
Lanczos derivative has little more to offer us. However, further investigating reveals 
that this is not the case and establishes deeper connections between the Lanczos deriva
tive and probability and statistics .  
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Suppose X denotes a continuous random variable that i s  uniformly distributed over 
the interval [ - 1 ,  1 ] . Then the probability density function for X is 

(t) = { 1 /2 if t E (- 1 , 1 ] ,  p 0 otherwise. 

Its expected value, or mean, is E(X) = JR. tp (t) dt = 0, and its variance, or measure 
of spread, is given by 

ai = E (X2) - (E (X))2 = { t2p (t) dt - 0 = � . JR. 3 

We observe that for fixed x and h ,  the formulas hX and f (x + hX) also define random 
variables.  The first has expected value E(hX) = 0 and variance a;x = h2 /3 ,  whereas 
the second has expected value 

E (f (x + hX)) = { f(x + ht)p (t) dt = � 1 1 
f (x + ht) dt JR. 2 - 1  

and variance 

a} <x+hX) = E (/ (x + hX)2) - E (/ (x + hX))2 

1 1 1 ( 1 1 1 ) 2 
= 2 f (x + ht)2 dt - - f(x + ht) dt 

-1 2 -1 

= 
2
1
h 
1 h 

f(x + t)2 dt - (__!__ 1 h 
f(x + t) dt) 2 

-h 2h -h 

The Cauchy-Schwarz inequality guarantees that a}<x+hX) is strictly positive if we as
sume that f is not constant on [x - h ,  x + h] [8] .  

To any pair of random variables, one may associate the covariance, a general mea
sure of the correlation between the two random variables that describes the extent to 
which a change in the one variable affects the other. For the random variables hX and 
f (x + hX) ,  this covariance may be computed using their means as follows [8] : 

Cov (/ (x + hX) ,  hX) = E ( (f(x + hX) - E (/ (x + hX))) (hX - E (hX))) 

Thus 

1 1 1 
= 2 

_ 1  
(t<x + ht) - E (f (x + hX)))ht dt 

1 1h 
= - f(x + t)t dt . 

2h -h 

m(h) = 
Cov(f(x � hX) ,  hX)

, ahX 
(8) 

a probabilistic interpretation of m(h) that we will establish is analogous to the differ
ence quotient used to define the usual derivative. 

Indeed, if we had instead assumed that X was a discrete Bernoulli random variable 
with probability density function 

1 
P (X = 1 )  = P (X = 0) = - , 

2 
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then elementary calculations yield a?;x = h2 j4. In this case, we find that 

Cov(f(x + hX) ,  hX)) 
2 ahx 

the usual difference quotient. 

f (x + h) - f(x) 
h 

3 73 

Intimately connected to the covariance and important for problems related to lin
ear regression is the correlation coefficient of hX and f (x + hX) .  This correlation 
coefficient, which lies between - 1 and 1 ,  measures the degree to which two random 
variables satisfy a linear relation. The extreme cases are usually called perfect negative 
and perfect positive linear correlation. This correlation coefficient may be computed 
directly from the covariance and variances and is given by 

Cov(f(x + hX) ,  hX) 
rx (h) = = m(h) 

2 2 ahXa f(x+hX) 

m (h) 

2 ahx 
2 af(x+hX) 

(9) 

Of particular interest is what happens to this correlation coefficient rx (h) as 
h -+ o+ . Given the fact that the usual derivative leads to a tangent line that is useful 
for estimation purposes, the following result should not come as a surprise. It states 
that functions with nonzero derivatives correspond to situations of perfect local cor
relation, that is, perfect local linearity, and that the absence of such correlation at an 
input x indicates the presence of a critical value there. 

THEOREM 1 . Suppose that f is differentiable at x and f' (x) i= 0. Then 

lim rx (h) = f' (x)j I J' (x) l . 
h---.o+ 

Proof By a simple change of variable, it suffices to assume that x = 0 and 
f(O) = 0. In light of (9) and the fact that limh---.o+ m (h) = f' (O) , the conclusion 
follows if we prove that 

3 l
h 

lim -3 f(t) 2 dt = f'(0) 2 and 
h---+0+ 2h -h 

1 l
h 

lim 2 f(t) dt = 0. 
h---.o+ h -h 

Since f' (0) exists, the function z defined by 

z (t) = { 0J (t) / t - f' (O) if t i= o, 
if t = 0, 

( 1 0) 

is continuous at t = 0. Define Mh = sup{ lz (t) i : -h :S t :S h }  for each sufficiently 
small h > 0. These numbers are guaranteed to exist since z is locally bounded at the 
origin. In addition, the continuity of z at the origin reveals that limh---.o+ Mh = 0. We 
will establish the first limit in ( 1 0) ;  the second limit is easier. Note that 

I-;  j h 

f(t)2 dt - /' (0)2 1 = 1--;  j h 
(tf' (O) + tz(t) ) 2 dt - !' (0)2 1 2h -h 2h -h 

= 1--;  j h 
(2f' (O) t2z (t) + t2z (t )2) dt l 

2h -h 
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Since this last quantity approaches 0 as h does, the proof is complete. • 

When f' (x) is zero or does not exist, a wide variety of other outcomes can occur. 
For example if f is any even function, then limh---+O+ r0 (h) = 0. Also, if f (x) = xn , 
where n is a positive odd integer, limh---+o+ r0 (h) = J6n + 3/ (n + 2) . This quantity 
decays to zero as n grows and equals 1 only if n = 1 .  This is not surprising, if one re
calls from statistics that the correlation coefficient of constant data is zero by definition 
and considers how the graph of f (x) = xn becomes flatter in a small neighborhood of 
the origin as n increases. 

H igher-order Lanczos der ivat ives 

One might think that constructing the second-order Lanczos derivative would involve 
taking the Lanczos derivative of f{ . However, such an approach would not remain 
faithful to the least-squares property of the Lanczos derivative. Instead, we construct 
the second-order Lanczos derivative by performing a quadratic regression using the 
data points from (3) . Let us call the closest-fitting quadratic polynomial 

y (t ) = q (h ,  n) t2 + m (h ,  n) t + b (h ,  n ) .  

Then, b y  analogy, !2) (x) should have something to do with the second deriva
tive of y (t ) .  Specifically, we expect J2) (x) to be limh---+o+ 2q (h) , where q (h) = 
limn---+oo q (h ,  n ) . 

This approach is equivalent to determining q = q (h) by minimizing the function of 
three variables, 

j_: (J (x + t) - (q t2 + mt + b) ) 2 dt , 

which leads to the formula 

We therefore define 

45 1 h ( h2 ) 
q (h) = -5 f(x + t) t2 - - dt . 

8h -h 3 

45 1 h ( h2 ) 
J2) (x) = lim -5 f (x + t) t2 - - dt . 

h---+0+ 4h -h 3 

( 1 1 )  

The example f (x) = sgn(x) .JJXT at x = 0 illustrates that this limit can exist inde
pendently of whether f{ (x) is defined. We shall subsequently show that !2) (x) is a 
proper extension of the usual second derivative. 

A closer look at ( 1 1 )  suggests that to construct the nth-degree Lanczos derivative, 
we need to determine the nth-degree polynomial Qn that minimizes 
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After a change of variable and renaming the polynomial, this task is identical to finding 
the nth-degree polynomial Qn that minimizes 

( 1 2) 

Some geometric imagery is helpful here: The set of nth-degree polynomials is a lin
ear subspace of the vector space of square-integrable functions on the interval [ - 1 ,  1 ] ;  
minimizing ( 1 2) amounts to finding the polynomial in this subspace that i s  closest 
to f (x + ht) , and this is done by a method of projection. The celebrated Legendre 
polynomials provide one convenient means of accomplishing this task. They are given 
by 

with 

1 dn 2 n Pn (X) = --(x - 1 ) . 
2nn !  dxn 

This latter characterization of Pn is sometimes referred to as Rodrigues' Formula [11] . 
We minimize ( 1 2) by attempting to express f(x + ht) in terms of these Legendre 
polynomials. 

A well-known result from the theory of orthogonal polynomials states :  If f square
integrable on the interval [x - h , x + h ] for some fixed x E lR and h > 0, then the 
nth-degree polynomial Qn that best approximates f(x + ht) on [ - 1 ,  1 ]  is given by 

where 

n 
Qn (t) = 

L
ak (h) Pk (t ) , 

k=O 

2k + 1 1
1 

ak (h) = -- f(x + ht) Pk (t) dt . 
2 - 1 

(This quantity is called the kth Legendre coefficient [2, 9, 11] . )  By "best approximates," 
we mean that the integral ( 1 2) is minimized. 

Observe that the minimizing polynomial Q 1 (t) is given by 

Q 1 (t) =
� 1 1 

f (x + ht) dt +
(� 1

1 
f (x + ht) t dt

)
t . 

2 - 1 2 - 1 

After a change of variables, we recognize the first integral in this sum as b(h ) .  The 
coefficient of t given by the second integral, after the same change of variable and 
division by h , yields m(h ) . 

The coefficient of  t2 in Q2 (t) arises from a2 (h) P2 (t) = a2 (h)
4
(3t2 - 1 ) and sim

plifies to 

� 1
1 
f(x + ht) Pz (t) dt . 

4 - 1 

After performing a change in variable and dividing by h2 , we see that the resulting 
expression coincides with q (h ) . 

This result motivates a possible approach for constructing even higher-order deriva
tive extensions. If f (x + ht) possesses an nth-degree Taylor polynomial about x in the 
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variable t ,  then the coefficient of tn is hn J<nl (x) In ! .  On the other hand, the correspond
ing coefficient in the Legendre expansion Qn (t) is given by the leading coefficient of 
an (h) Pn (t) .  Because the leading coefficient of Pn is (2n) ! / (2n (n ! )2) and because both 
Qn and the Taylor polynomial approximate f near x when this latter polynomial ex
ists, we are led to define the nth-order Lanczos derivative as 

ft) (x) = lim 
n !  

· Coefficient of tn in Qn (t) 
h--+O+ hn 

. n !  ( 2n + 1 1 1 ) (2n) ! 
= hm - -- f(x + ht) Pn (t) dt · --2 h--+0+ hn 2 - 1 2n (n ! ) 

(2n + 1 ) '  1 1 
= lim 

2 1 · 

f (x + ht) Pn (t) dt . 
h--+0+ n+ hnn !  - 1 ( 1 3) 

Evaluating the polynomials P1 and P2 and performing a change of variables in the 
integral, we see that ( 1 3) generalizes our previously-obtained first- and second-order 
Lanczos derivatives.  

With this formula in hand, we can now establish a higher-order version of (2) , thus 
demonstrating that ftl generalizes the usual nth-order derivative. 

THEOREM 2 .  Suppose that f is (n - I ) -times continuously differentiable in some 
neighborhood of x and that f<nl exists and is continuous in a neighborhood of x, 
except possibly at x itself, where the limits of both the left and right nth deriva
tives, f�n) (x) = limh ..... o+ f<nl (x - h) and f�n) (x) = limh--+O+ f<nl (x + h) exist. Then 
the nth-order Lanczos derivative exists at x and 

fin) (x) = 
f�n) (x) + f�n) (x) 

2 

In particular, if J<nl (x) exists, then fin) (x) = J<nl (x) . 
Proof As a first step in the proof, we apply Rodrigues ' formula: 

The smoothness conditions on f justify integrating by parts n times to reduce this limit 
to 

We now use the left and right continuity of f<nl on the respective intervals [x - 8, x] 
and [x , x + 8] for some 8 > 0 to see that 

lim 1 1 
f(n) (x + ht) ( l - t2)n dt 

h--+O+ - 1 
= lim (1° f(n) (x + ht) ( l - t2)n dt + t f(n) (x + ht) ( l - t2t dt) 

h--+o+ - 1 lo 

= f�n) (x) 1° ( 1 - t2)n dt + f�n) (x) t ( 1 - t2)n dt -1 lo 

= (f�n) (x) + f�n) (x)) j\1 - t2)n dt .  
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The reduction formula for sine yields 

1
1 1n/2 4n (n l) 2 
( 1  - t2t dt = sin2n+ l e de = 

0 

0 

o o (2n + 1 ) !  

Putting all of this information together, we find that 

(2n + 1 ) 1  1 1' 
Jt) (x) = lim 1 • 

· - f(x + ht) Pn (t) dt 
h->O+ 2n+ n! hn - 1 
(2n + 1 ) ! 1 ( (n) (n) ) 4n (n ! )2 

= 
2n+l n !  

. 
2nn !  

. f_ (x) + f+ (x) . 
(2n + 1 ) !  

ln) (x) + Jln) (x) 
2 

3 7 7 

the value given in the statement of the theorem. • 

The central result of Theorem 2 has been noted before. Indeed, after proving it our
selves, we discovered a paper by Haslam-Jones [4] , who considers a large collection of 
generalized derivatives that involve integrals .  Although he does not explicitly mention 
the Lanczos derivative, his results imply that the nth-order Lanczos derivative Jt) (x) 
extends the usual nth-order derivative. In fact, his work also establishes the weaker 
condition that Jt) (x) ex_ists whenever f possesses what is referred to as an nth-order 
Peano derivative at x .  The advantage of our approach is that it gives a least-squares 
interpretation to the higher-order Lanczos derivatives .  

Discussion The fact that the the Lanczos derivative arises from the solution to a 
simple regression problem leads to both probabilistic and Fourier interpretations of 
this quantity. Namely ( 1 )  may be rewritten using either (8) or ( 1 3) as 

, . Cov(f(x + hX) ,  hX) 
JL (x) = hm 2 h->O+ CfhX 

= lim 2_ 1 1 
f (x + ht) P1 (t) dt . h-.o+ 2h _ 1  

These two interpretations may leave the reader wondering about the connection be
tween the uniform random variable X and Legendre polynomials. To those familiar 
with Legendre polynomials, such a result should not come as a surprise. Namely, one 
means of constructing the sequence of Legendre polynomials { Pn } is to start with the 
standard basis { 1 ,  t ,  t2 , • • •  } and perform the Gram-Schmidt process on this family us
ing a weight function w and the inner product 

(f, g) = l f(t)g (t )w (t) dt . 

Different choices of w give rise to different families of orthogonal polynomials, the 
Legendre polynomials arising in the simple case of a constant weight [11] 

w (t) = { l if t E [:- 1 , 1 ] ,  
0 otherwise. 

We note that, when appropriately scaled, w is nothing more than the probability density 
function of X.  
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Poem:  Tr iang les 

They are widely admired, and for good reason. 
Like handsome shop windows or smartly dressed museum guides, 

they invite our warm inspection, and never disappoint. 
They are tranquil on the page. 
Elegant arrows pointing out toward unknown empty skies, 

the immaculate yard, protected by the three and perfect lines, 
perhaps the magic property of a wizard or a king, 
a stately yellow princess wearing alabaster rings. 

A charming place to pause and rest. 
They would not mind. 
But look around, and ponder now the stubborn questions. 
What goes on here? 

Quite a bit, or so I 'm told, by Euler and his friends, 
who spend their lives investigating geometric trends. 

Bisectors perpendicular converging at a point, 
the altitudes will follow suit, a second point, and then, 
the medians all do the same, a third point like the rest. 

These three locations, clean and true, fall on a single line, 
a perfect twig upon the lawn, immune to breath of air, 
undisturbed by petty jealousies, or by diamonds to compare. 

This is true for every one of them. All triangles. All of them, I say. 
And to know this is astonishing, miraculous, and fine. 
It never fails to make me shed a tear, this Euler line. 
My eyes are wide with admiration; it can make me feel this way. 
So very very happy. 
And so very very small . 

-- Greg Tuleja 
74 High Street 

Southampton, MA 01073 
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There are times when, in their haste to solve a particular problem, students (and their 
instructors) miss an opportunity to notice some interesting mathematics. For example, 
when calculus students are introduced to the derivatives of inverse trigonometric func
tions, they frequently run across a classic problem that goes something like this: 

There is a 6-foot tall picture on a wall, 2 feet above your eye level. How far away 
should you sit (on the level floor) in order to maximize the vertical viewing angle e ?  
(See FIGURE 1 . ) 

T (O, 8) 

6 

s (0, 2) 

Figure 1 F ind  where 8 is a maxi m u m  

This problem can be  solved using the standard calculus technique for maximization. 
First, on the coordinate plane, we could set the top and bottom of the picture at T (0, 8) 
and S(O, 2) , respectively. Then it is easy to show that if your eye is at a point P (x ,  0) 
on the positive x-axis, the viewing angle would be e = tan- ' (81x) - tan- 1 (21x ) .  From 
the derivative, 

de 6 ( 16 - x2) 
dx 

= 
(x2 + 82) (x2 + 22) '  

you can easily show that the only critical number for x > 0 occurs at x = 4. Finally, 
(the part that many students like to skip) the first or second derivative test can provide 
arguments that e must be an absolute maximum at P (4, 0) . 

At this point, many calculus students declare that the greatest viewing angle oc
curs 4 feet from the wall, express some relief and gratitude for having solved the 
problem, and move on to the next assignment. In doing so, unfortunately, they miss 
some fascinating geometry. Notice that, if we let F represent the origin, then at the 
point p of maximum e ,  p F I FS = 2 = T F I p F (FIGURE 2). This makes /':,.PFS and 
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LTFP similar right triangles. Thus, the viewing angle is largest at the point P where 
LFPS � LFTP!  

Fr- 4 --1 
Figure 2 S i m i la r  tr iang les L. PFS and L. TFP 

So now a mathematician starts to wonder: is this result just a coincidence (if there 
is such a thing as a mathematical coincidence)? What if we change the y-coordinates 
of S and T ?  How about if, instead of being level, the floor were slanted and P were on 
a line y = mx? (Stewart gives a numerical approach to a variation of this problem [1 ,  
p. 478] .) 

Curiously enough, even in these cases the answer is that the viewing angle is a max
imum where LFPS � LFTP. (This could be a good assignment for a bright student.) 
In fact, we can generalize even further and consider the case where the floor is curved 
rather than straight. The result is the following: 

THEOREM . Let S(O, a) and T (O, b) be points on the y-axis with a < b, and let 
y = f (x)  be a continuous function on [0, oo) and, without loss of generality, 
f (O) < a. Then there is point P (x ,  f (x)) , x > 0, on the graph of f such that the 
measure of L T  PS  is a maximum. Furthermore, if f  is differentiable at P, then 
LFPS � LFTP, where F is the point where the tangent to f (x) at P intersects the 
y-axis (FIGURE 3) .  

T (O, b) 

S (O, a) 

F 

Figure 3 The genera l i zed case 

Note: In the original problem P is on the x-axis y = 0, and in the variation P is 
on the line y = mx . Both times, the point F is given as the origin. This notation is 
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consistent with our generalized property since, in those cases, the tangent line to the 
graph of y = f(x) , which is simply the graph itself, intersects the y-axis at (0, 0) . Also, 
when we refer to a maximum 0, or 0 being maximized, we shall implicitly restrict 
ourselves to the domain (0, oo) . 

Proof The property that LFPS � LFTP at maximum 0 can be proved using stan
dard calculus.  Suppose f is differentiable at the maximum angle. We will assume for 
the time being that a greatest 0 exists. It is straightforward to show that, if point P has 
coordinates (x , f(x) ) ,  then LT  PS  has measure 

0 = tan- ' ( b -: (x) ) + tan- ' ( f(x�- a ) . 

Differentiating and simplifying, we can see that 

dO [x2 + (xf' (x))2 ] - [a - (f(x) - xf' (x)) ] [b - (f(x) - xf'(x) ) ] - = (a - b) �---�----�--------
dx [x2 + (b - f(x))2] [x2 + (a - f (x))2] 

• 

Since the denominator involves products of sums of perfect squares, and since f(O) is 
neither a nor b, we can see that the denominator is never zero; hence, dO jdx is never 
undefined. It follows that at the maximum, the derivative must be zero. At this point 
then, 

x2 + (xf' (x) )2 = [a - (f(x) - xf' (x)) ] [b - (f(x) - xf'(x)) ] . ( 1 )  

All w e  need to do i s  interpret this in terms of lengths. The slope of the tangent to 
f (x) at P is f' (x) .  If we follow the tangent line back to the y-axis, we see that F has 
coordinates (0, f(x) - xf' (x) ) ,  as in FIGURE 4. 

T (O, b) 

f 
b - (f(x) - xf'(x)) 

F (0, f(x) - xf '(x)) 

Figure 4 Where the tangent h its the y-ax i s  

From ( 1 ), we see that P F2 = SF ·  T F, that is, 

PF  TF  
SF

= 
PF  

Since they share a common angle and have two pairs of proportional sides, it follows 
that !::.SFP and !::.PFT are similar triangles. Therefore, we can conclude that LFPS � 
LFTP when P is chosen to make LT  P S largest. • 
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Geometric approach Now we turn to some more general questions: Assuming f is 
continuous, not necessarily differentiable, on [0, oo ), are we guaranteed that there is a 
point P where the viewing angle is greatest? If there is such a point P ,  is it necessarily 
unique or might the maximum angle occur at more than one point on the graph? We 
can answer these questions by taking a different approach to the problem. Let's leave 
calculus and its potentially messy computations and turn instead to geometry (with 
just a pinch of topology). 

Recall that, in a circle, the measure of an inscribed angle is one-half that of the 
intercepted arc [3] . A corollary of this property is that every inscribed angle that inter
cepts the same arc has the same measure. Conversely, given fixed points T and S and 
an angle 0 ,  the set of all points Q on one side of ST satisfying m ( L S Q T) = () is a 
portion of a circle passing through S and T .  

Now let's return to our problem. Again, we let S and T represent the top and bottom 
of our picture. For a fixed positive measure c, consider the set of points Q on the right 
half-plane such that m ( L S Q T) = c. From our discussion above, we can easily see 
that this level curve is the right-hand portion of a circle passing through S and T 
(FIGURE 5) .  

Figure 5 Leve l cu rves of constant angles 

Moreover, the smaller the value of c, the farther the center of the circle is to the 
right. For instance, if Q � >  Q2 , and Q3 are placed on the perpendicular bisector of ST 
as shown in FIGURE 5 ,  i t  is easy to see that m ( L S Q 1 T) < m ( L S Q2 T) < m ( L S Q3 T) .  
Also notice that the regions bounded by ST and these circular curves are nested: If  0 < 
c1 < c2 , then the region bounded by ST and the curve m ( L S Q T) = c2 is contained in 
the region bounded by ST and m ( L S QT)  = c1 • 

Now we can answer the questions we posed earlier. Must there be a point P along 
the graph of y = f(x) at which m ( L S P T) is a maximum? If so, where is P ?  The 
answer to the second question is that P occurs where y = f (x) intersects the circular 
arc m ( L S Q T )  = c for the largest value of c, that is, the leftmost curve m (L S QT)  = c 
(FIGURE 6).  It is probably obvious that there must be such a point; however, to be safe, 
we could turn to a little topology. (If this result is obvious, feel free to skip the next 
paragraph.) 

Let G represent the graph of y = f(x) .  For each positive c, let De be the 
closed bounded region in the right closed half-plane bounded by ST and the arc 
m ( L S Q T) = c. Then define Ge to be the intersection of G with De . Now consider 
the nonempty collection A = { G e : G e ¥= 0} of nonempty intersections of G with the 
sets De . The continuity of f implies that G is closed; hence, each Ge is compact. Fur
thermore, since the Des are nested, it follows that the G es satisfy the finite intersection 
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Figure 6 Where () is maxi m ized 
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property [2] . Therefore, nGcEA Gc "1 0  and m ( L S P T) is a maximum at any point p 
in nGcEA Gc . 

We can see that this result is consistent with our earlier findings about similar 
triangles. If the tangent to the circle at P intersects the y-axis at F (FIGURE 7) then, 
since L S P  F and L P T  F intercept the same arc, they are congruent. Consequently, 
!:J.SFPand!:J.P FT are similar triangles and P F IS F = T F I P F, as before. 

y =  f(x) 

Figure 7 S im i la r  tr iangles i n  the general case 

This geometric approach allowed us to see, without ugly computations, that there 
must be a point P on G  such that the viewing angle, m ( L S P T ) ,  is maximized. Fur
thermore, an easy construction allows us to show that, depending upon G, this point 
of greatest angle may occur at more than one point (FIGURE 8a) .  In fact, if G moves 
along a section of one such circular arc, there would be an infinite number of such 
points (FIGURE 8b). 

We now address one final question: How do we construct such a point P? As we 
showed earlier, sometimes you can find P using possibly cumbersome calculus com
putations. In the special cases where the graph G is a line, however, we can use the 
geometry of the situation to physically construct the point of maximum angle using a 
compass and straightedge. In these situations the smallest circle through S and T that 
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(a) (b) 
Figure 8 Cases where e is maxi m i zed at mu lt ip le  poi nts 

intersects G must be tangent to G at that point. Thus, all we need to do is find this 
tangent circle and determine the point P of tangency. 

T 

r 

s 

F 

(a) (b) 
Figure 9 (a) Constructi ng the poi nt of maxi m u m  e (b) Constructi ng the s l ant l i ne so l ut ion 

This task is especially easy if G is a horizontal line (FIGURE 9a) . In this situation, 
the one we started with, the smallest circle through S and T that intersects G must 
be tangent to G at that point. Thus, all we need to do is find this tangent circle and 
determine the point P of tangency. First we find the distance r from the perpendicular 
bisector of ST to G .  Next we locate the point C on the right side of this perpendicular 
bisector that is r units from both S and T .  The maximum angle then occurs at the 
foot P of the perpendicular from C to G. Notice that, from our previous discussion, 
P F IS F = T F I P F; hence, P F = J SF · T F, so P F is the geometric mean of S F  
and T F .  

Now that we've constructed the solution for a horizontal line, the solution for the 
slant line situation becomes easy. At the point of greatest angle measure, we still have 
the similar triangles, so the distance from P to F is still P F = J SF · T F. We con
structed this distance in the horizontal line case. All we need to is to construct a circle 
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with center F and radius J SF · T F. The desired point P is the intersection of this 
circle and the slant line (FIGURE 9b). 
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Proof Without Words:  
Alternating Sums of Odd Numbers 

EB 
n odd • • •  

EB EB EB EB EB  

n L)2k - 1 ) (- 1 )n-k = n 

k= l  

n even 

• 
EB EB EB  

• • • • •  
EB EB EB EB EB EB EB  

• • • • • • •  
EB EB EB EB EB EB EB EB EB  

• • • • • • • • •  
EB EB EB EB EB EB EB EB EB EB EB  

EB EB 
-ARTHUR T. BENJAMIN 
HARVEY MUDD COLLEGE 

CLAREMONT, CA 9 1 7 1 1  

A Short Proof of Chebychev's Upper Bound 

K i m b e r l y  R o b e r t s o n  
W i  I I i  a m S t a t o n 

U n ivers ity of Miss iss ippi  
U n iversity, MS 38677 

mmstaton@olemiss.edu 

Examining rr (n) ,  the number of primes less than or equal to n ,  is surely one of the 
most fascinating projects in the long history of mathematics. In 1 852, Chebychev [3] 
proved that there are constants A and B so that, for all natural numbers n > 1 ,  

An Bn 
-- < rr (n)  < -- .  
ln(n) . ln(n) 

Later, in 1 896, with arguments of analysis, the Prime Number Theorem was proved, 
showing that for n sufficiently large, A and B may be taken arbitrarily close to 1 .  Es-
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tablishing the Prime Number Theorem is difficult and the proof i s  often omitted from 
texts in elementary number theory. Chebychev's arguments, by contrast, were ele
mentary and wonderfully clever, using properties of the middle binomial coefficients e) .  Our purpose here is to provide what we believe is a brief and elegant approach 
to Chebychev's upper bound, a proof accessible in its brevity to even the beginning 
number theory student. We were initially motivated by Bollobas ' lovely English pre
sentation [2] of Paul Erdos' proof of Bertrand's Postulate. 

We begin with three simple lemmas, in which n always denotes a positive integer. 

LEMMA.  For all n ,  nn (Zn)-n (n ) :S e). 
Proof. There are exactly rr (2n ) - rr (n) primes between n and 2n . Each appears 

precisely once in the numerator of the factorial expression for e) and none appears at 
all in the denominator. So each is a factor of e) .  and of course each is bigger than n . 

• 

LEMMA . For all n � 8 ,  rr (2n ) :S n - 2. 

Proof. By induction: JT ( 1 6) = 6 :S 8 - 2. If JT (2k) :S k - 2, then JT (2k + 2) :S (k -
2) + 1 since 2k + 2 is certainly not prime. So rr (2k + 2) :S (k + 1 )  - 2 and the lemma 
follows.  • 

LEMMA.  For all n, we have e) :S ! C4n ) .  

Proof. Begin a proof by induction, by noting that, for n = 1 ,  {i) = 2 = 4 ( 41 ) .  
Dividing (2n+2) by (2n) yields 4n+Z < 4. Hence if (2n) < ! (4n ) then n+ l n n+l ' n 2 ' 

(2n + 2) 
= 

4n + 2 (2n) < 4 (�) (4n ) = � (4n+l ) 
n + 1 n + 1 n 2 2 

and the lemma follows.  • 

We will prove our theorem by a variant of induction, moving from k to both 2k 
and 2k - 1 . That this scheme is adequate is easily seen by noting that the truth of the 
statement for all k up to 2' then implies the truth of the statement for all k up to 2'+1 .  

THEOREM . For all n � 1 ,  nn (n) < 8n . 

Proof. For n :S 8 this is clear since both the bases and the exponents compare in the 
desired way. Furthermore, since 1 6n06l = 1 66 = 88 < 89, the statement holds for 9 :S 
n :S 1 6. Now suppose n � 8 and nn<nl < 8n . Then, applying our various lemmas, we 
have (2n _ l )n (2n- l ) < (2n)1r (2n) = 2n (2n)nn (2n) = 2n (2n ) nn (2n)-n (n)nn (n ) < 2n-2 (:n) 8n 
< (2n-2) (4n /2) (8n ) = 82n- l < 82n . Hence the inequality holds for 2n - 1 and 2n and 
the theorem follows.  • 

COROLLARY. (CHEBYCHEV, 1 852 ) There is a constant B so that for every posi
tive integer n > 1 ,  

Bn rr (n) < -- . - ln(n ) 

Proof. nn(n) < 8n . Taking natural logarithms yields JT (n) ln(n) < n ln(8) and the 
inequality is established with B = ln(8) . • 
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We see the potential value of this proof as twofold. First, i t  appears cleaner and 
shorter than what is found in most texts . And our constant, ln(8) , is modest com
pared to Sierpinski 's 4 [7] , Apostol 's 6 [1] ,  or the 32 ln(2) offered in earlier editions of 
Niven and Zuckerman [6]. LeVeque [5] , Hardy and Wright [4] , and the latest edition 
of Niven and Zuckerman [6] give no particular constant, merely proving that one ex
ists . Chebychev [3] achieved a much smaller constant than ours, but with considerably 
more effort. We hope that our short proof will be found to have pedagogical value. 
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Odd as it may sound, when n exams are randomly returned to n students, the probabil
ity that no student receives his or her own exam is almost exactly 1 /e (approximately 
0. 368), for all n ::: 4. We call a permutation with no fixed points, a derangement, and 
we let D(n) denote the number of derangements of n elements. For n ::: 1 ,  it can be 
shown that D(n) = L�=0 ( - 1 )kn !fk ! ,  and hence the odds that a random permutation 
of n elements has no fixed points is D(n)fn ! ,  which is within 1 / (n + 1 ) !  of 1 fe [1]. 

Permutations come in two varieties : even and odd. A permutation is even if it can 
be achieved by making an even number of swaps; otherwise it is odd. Thus, one might 
even be interested to know that if we let E (n) and 0 (n) respectively denote the number 
of even and odd derangements of n elements, then (oddly enough), 

D(n) + (n - 1 ) (- l )n- I 
E (n) = 

2 
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and 

D (n)  - (n - 1 ) (  - l )n- l 
O (n) = 

2 

The above formulas are an immediate consequence of the equation E (n) + 0 (n) = 

D (n) ,  which is obvious, and the following theorem, which is the focus of this note. 

THEOREM . For n � 1 ,  

E (n) - O (n) = (- l )n- 1 (n - 1 ) .  ( 1 )  

Proof 1 :  Determining a Determinant The fastest way to derive equation ( 1 ) ,  as is 
done in [3] , is to compute a determinant. Recall that an n-by-n matrix A = [aij ]7, i=l 
has determinant 

det(A) = L a i1r (l )a2rr(2) · · · anrr(n) sgn(n) ,  
rr E Sn 

(2) 

where Sn is the set of all permutations of { 1 ,  . . .  , n } ,  sgn(n) = 1 when n is even, and 
sgn(n ) = - 1  when 1l' is odd. Let An denote the n-by-n matrix whose nondiagonal 
entries are aij = 1 (for i f::. j) ,  with zeroes on the diagonal. For example, when n = 4, 

( 1 1 1 1 ) ( 1 0 0 0 ) ( 0 1 1 1 ) 
1 1 1 1 0 1 0 0 1 0 1 1 

A4 
= 14 - I4 

= 
1 1 1 1 - 0 0 1 0 

= 
1 1 0 1 . 

1 1 1 1 0 0 0 1 1 1 1 0 

By (2), every permutation that is not a derangement will contribute 0 to the sum 
(since it uses at least one of the diagonal entries), every even derangement will con
tribute 1 to the sum, and every odd derangement will contribute - 1  to the sum. Conse
quently, det(An) = E (n) - O (n ) .  To see that det(An ) = ( - l )n- l (n - 1 ) ,  observe that 
An = In - In , where In is the matrix of all ones and In is the identity matrix. Since In 
has rank one, zero is an eigenvalue of In , with multiplicity n - 1 ,  and its other eigen
value is n (with an eigenvector of all l s) .  Apply In - In to the eigenvectors of In to 
find the eigenvalues of An : - 1  with multiplicity n - 1 and n - 1 with multiplicity 1 .  
Multiplying the eigenvalues gives us det(An) = ( - l )n- 1 (n - 1 ) ,  as desired. • 

A 1996 Note in the MAGAZINE [2] gave even odder ways to determine the deter
minant of An . 

Although the proof by determinants is quick, the form of ( 1 )  suggests that there 
should also exist an almost one-to-one correspondence between the set of even de
rangements and the set of odd derangements. 

Proof 2: Involving an Involution Let Dn denote the set of derangements of 
{ 1 ,  . . .  , n } ,  and let Xn be a set of n - 1 exceptional derangements (that we spec
ify later) , each with sign ( - l )n- l .  We exhibit a sign reversing involution on Dn - Xn . 
That is, letting Tn = Dn - Xn , we find an invertible function f : Tn � Tn such that 
for 1l' in Tn , n and f ( 1l' )  have opposite signs, and f (f ( n ) )  = 1l' .  In other words, ex
cept for the n - 1 exceptional derangements, every even derangement "holds hands" 
with an odd derangement, and vice versa. From this ,  it immediately follows that 
I En i - I On l = (- l )n- 1 (n - 1 ) .  

Before describing f, we establish some notation. We express each 1l' in Dn as the 
product of k disjoint cycles C 1 , • • •  , C k with respective lengths m 1 , • • •  , mk for some 
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k :::: 1 .  We follow the convention that each cycle begins with its smallest element, 
and the cycles are listed from left to right in increasing order of the first element. In 
particular, C 1 = ( 1 a2 • · • am 1 ) and, if k :=:: 2, C 2 begins with the smallest element that 
does not appear in C1 •  Since rr is a derangement on n elements, we must have m; :::: 2 
for all i ,  and L�=l m; = n . Finally, since a cycle of length m has sign ( - l )m- l , it 

follows that rr has sign ( - l )L�=I (m; - l ) = ( - l )n-k . 
Let rr be a derangement in Dn with first cycle C1 = ( 1  a2 • • • am ) for some 

m :::: 2. We say that rr has extraction point e :::: 2 if e is the smallest number in the set 
{2 , . . .  , n } - {a2 } for which C1 does not end with the numbers of {2 , . . .  , e } - {a2 } 
written in decreasing order. Note that rr will have extraction point e = 2 unless the 
number 2 appears as the second term or last term of C1 • We illustrate this definition 
with some pairs of examples from D9 • Notice that in each pair below, the number of 
cycles of rr and rr' differ by one, and the extraction point e occurs in the first cycle of 
rr and is the leading element of the second cycle of rr ' .  

]'( = ( 1  9 7 2 8) (3 6) (4 5) and rr' = ( 1  9 7) (2 8) (3 6) (4 5) have e = 2. 

]'( = (1 2 9 7 3 8 5) (4 6) and rr '  = ( 1  2 9 7) (3 8 5) (4 6) have e = 3 . 
]'( = ( 1  9 7 3 8 5 2) (4 6) and rr' = ( 1  9 7 2) (3 8 5) (4 6) have e = 3 . 
]'( = ( 1  9 4 8 5 3  2) (6 7) and rr '  = ( 1  9 3 2) (4 8 5) (6 7) have e = 4. 

]'( = (1 4 9 5 8 3 2) (6 7) and rr '  = ( 1  4 9 3 2) (5 8) (6 7) have e = 5 .  

]'( = ( 1  3 8 6 9 7 5 4 2) and rr' = ( 1  3 8 5 4  2) (6 9 7) have e = 6. 

Observe that every derangement rr in Dn contains an extraction point unless rr 
consists of a single cycle of the form rr = ( 1  a2 Z) ,  where Z is the ordered set 
{2, 3 ,  . . .  , n - 1 ,  n } - {a2 } ,  written in decreasing order. For example, the 9-element 
derangement ( 1  5 9 8 7 6 4 3 2) has no extraction point. Since a2 can be any element 
of {2, . . .  , n } ,  there are exactly n - 1 derangements of this type, all of which have 
sign ( - l )n- l . We let Xn denote the set of derangements of this form. Our problem 
reduces to finding a sign reversing involution f over Tn = Dn - Xn . 

Suppose rr in Tn has extraction point e . Then the first cycle C 1 of rr ends with the 
(possibly empty) ordered subset Z consisting of the elements of {2, . . . , e - 1 }  - { a2 } 
written in decreasing order. Our sign reversing involution f : Tn --+ Tn can then be 
succinctly described as follows:  

f ( 1  az X e Y Z)a +------+ ( 1  az X Z) (e Y)a, (3) 

where X and Y are ordered subsets , Y is nonempty, and a is the rest of the derange
ment rr .  

Notice that since the number of cycles of rr and f (rr )  differ by one, they must 
be of opposite signs. The derangements on the left side of (3) are those for which the 
extraction point e is in the first cycle. In this case, Y must be nonempty, since otherwise 
"e Z" would be a longer decreasing sequence and e would not be the extraction point. 
The derangements on the right side of (3) are those for which the extraction point e is 
not in the first cycle (and must therefore be the leading element of the second cycle). 
In this case, Y is nonempty since rr is a derangement. Thus for any derangement rr ,  
the derangement f (rr ) is also written in standard form, with the same extraction point 
e and with the same associated ordered subset Z. Another way to see that rr and f (rr )  

have opposite signs i s  to notice that f (rr )  = (xy)rr (multiplying from left to right) , 
where x is the last element of X (x = a2 when X is empty), and y is the last element 
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of Y . Either way, f (f  (rr )) = rr ,  and f i s  a well-defined, sign-reversing involution, as 
desired. • 

In summary, we have shown combinatorially that for all values of n ,  there are almost 
as many even derangements as odd derangements of n elements. Or to put it another 
way, when randomly choosing a derangement with at least five elements, the odds of 
having an even derangement are nearly even. 

Acknowledgment. We are indebted to Don Rawlings for bringing this problem to our attention and we thank 
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Diamonds, cylinders, squares, stars, and balls .  These geometric figures are familiar to 
undergraduate students, but what could they possibly have in common? One answer is: 
They are generalized balls .  The standard Euclidean ball can be distorted into a variety 
of strange-shaped balls by linear and nonlinear transformations . The purpose of this 
note is to give a unified formula for computing the volumes of generalized unit balls 
in n-dimensional spaces.  

A generalized unit ball in IRn is described by the set 

where PI > 0, pz > 0, . . .  , Pn > 0. 
When the numbers PI , . . .  , Pn are all greater than or equal to 1 ,  the unit ball lB PI · · ·Pn 

is convex. Since lx I P is not concave on [ - 1 ,  1 ]  for 0 < p < 1 ,  lB PJ . · ·Pn is not neces
sarily convex anymore when n > 1 .  When PI = pz = · · · = Pn = p 2: 1 ,  we obtain 
the usual lp ball . The 12 ball is denoted by lB. By choosing different numbers Pi · we 
can alter the appearance of the generalized balls greatly, as shown in FIGURE 1 with 
examples in IR3 • 

Motivated by an article by Folland [5] , I derived a unified formula for calculating 
the volume of these balls. Although the volume formulas for the standard Euclidean 
ball lll\ and simplex have been known for a long time [4, pp. 208, 220] , the unified 
formula is (relatively) new. It is surprising that no matter how strange the balls look, 
the volume of any ball can be computed by a single formula, as follows:  

THEOREM . Assume PI , . . .  , Pn > 0. The volume of the unit ball lll\p1 p2  . . .  Pn in JRn 

is equal to 
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Figure 1 (a) 1 x1 1 + 1 x2 1 + l x3 1 ::::: 1 ; (b) l x1 l 1 /2 + l x2 l 1 /2 + l x3 1 1 /2 ::::: 1 ; (c) l x1 l 3 + l x2 l 1 /2 + 
I X3 1 3 ::::: 1 

2n r ( l + 1 / PI ) . . .  ro + 1 / Pn ) 
f ( l /pi + 1 /P2 + · · · + 1 /Pn + 1 )  

(2) 

The volume of the positive orthant part, where all x -values are positive, may be ob
tained by removing the factor of2n from the formula. 

The formula involves the gamma function, which we review for readers who may be 
unfamiliar with it. For 0 < t < oo, we define 

The integral converges for t > 0. The following facts will be needed: For u > 0 and 
v > 0, we have 

f (u + 1 )  = uf (u ) ,  (3) 
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and 

t su- 1 ( 1 - s) v- 1 ds = 
f (u)f (v) . Jo f (u + v) (4) 

Although the integral in f (t)  becomes infinite for t :::; 0, (3) provides an analytic con
tinuation formula to define f (t)  for t < 0. The function r has discontinuities only at 
t = 0, - 1 ,  -2,  . . . .  More details can be found in Folland [6, pp. 344-346] . 

Proof. 
Step 1 .  We begin with the fact that 

and apply a change of variables that deforms the generalized ball into lffi , the standard 
ball : Let Y1 = xf1 12 , . . . , Yn = x%n l2 . For the function 

the Jacobian determinant is 

A. ( ) . _ ( 2/Pi 2/Pn ) 'I' Y · - Y1 , · · · , Yn , 

2 2 _1_ _ 1 _1_ _ 1 
J¢ (y) = - . . .  -y(i . . .  y,;n . PI  Pn 

Readers may consult Folland [6, p. 432] for a detailed proof of the change of vari
ables formula, which is our next ingredient. We use it to obtain 

Step 2. Assume a1 , . . .  , an > - 1 . We claim: 

1 1 1 " 1  I I "" d - r (,Bl ) . . .  r C,Bn ) X! . . .  Xn X - , 
lB r (,Bl + . . .  + .Bn + 1 )  

where ,Bi : =  (ai + 1 ) /2 for i = 1 ,  . . .  , n .  

(5) 

To verify this claim, we develop a recursion formula. Let I (a1 , . • •  , an ) denote the 
integral in (5) . We then evaluate this as an iterated integral starting with x1 as outermost 
variable. 

/ (a1 , . . .  , an ) =  1
1 

l x 1 l" 1  1 lx2 l "2 · · · lxn l"" dx2 . . .  dxn dx1 - 1 xi+· ·+x� :::; l -xf 
The inne� integration takes place over a ball of radius r = J 1 - xt .  Changing vari
ables agam, we set (xz ,  . . .  , Xn ) = r (y2 , . . .  , Yn ) to get 
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This gives I (a1 , . . .  , an ) = 

= 1 1 
lx i i O: [  ( 1  - xf) <n- l ) /2+(az+ .. +an )/21 I Y2 I a2 

• • •  i Yn i an dy2 . . .  dyn dxl - 1 y?+ ·+y�� l 
= 2 t x�1 ( 1 - x�) <n- I ) /2+(az+·+anll2dxl ·1 i Y2 i a2 

• •  · i Yn i an dy2 · · . dyn lo Yi+ ·+y�� �  

3 93 

= t (x�) (a t - 1 )/2 ( 1 - x�) (az+·+an+n+l ) /2- l d (x�)12 2 I Y2 I az . .  · 1 Yn i an dy2 . . .  dyn . Jo y2 + ·+Yn � l 
Hence by ( 4 ) , 

This provides a recursion formula connecting I (a I , a2 , . . .  , an ) and I (a2 , . . .  , an ) . 
Applying the recursion formula (n - 1 ) times, after cancellation, we obtain 

But 

rc¥) . . .  r (�) ¥r<¥) / (a] ,  . . .  ' an ) =  f ( at + · ·�an +n + 1 )  . / (an ) .  

Putting this into (6) yields (5) .  
Step 3.  When ai = 2/ Pi - 1 for i = 1 ,  . . .  , n ,  (5)  gives 

Hence 

/ 2 - 1 2 - 1 - f ( l /pi ) . . .  f ( l fpn ) ( /PI ' . . . ' j Pn ) - f ( l / PI + . . . + I / Pn + 1 ) 

V (JB\Pl · · ·Pn ) = 2n _!__ " • _!__ / (2/PI - 1 ,  . . .  , 2/Pn - 1 ) PI  Pn 
n f ( l + I / pi ) . .  · f ( l + 1 /pn ) 

= 2  . f ( l /p! + · · · + 1 /Pn + 1 ) 

(6) 

The volume of positive orthant part follows from there being 2n orthants in IRn . • 

In ( 1 ) , you might argue that Pi cannot be infinite, but, my dear readers, we can 
consider a limiting case. Let us write 

xoo = { 0 �f O :::: X < 1 ,  
1 tf x = l . 

We proceed to single out a few special cases (calculus students ' delights) :  

1 . Some Pi =  +oo:  a s  r i s  continuous o n  (0, +oo) , we have V (JB\Pt - · ·Pn ) = 

2 . 2n- I f ( l + 1 / p i ) · · ·  f ( l + 1 / Pi- I ) f ( l + 1 / Pi+ I ) · · · f ( l + 1 / Pn ) . f ( l /p i  + · · · + 1 /Pi- I + l fpi + · · · + l fpn + 1 ) 
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In particular, when p 1 = p2 = · · · = Pn = +oo, the volume of the ball is 2n , and the 
shape is an n-dimensional hypercube (excluding the portions of its boundary where 
two or more x; s are simultaneously 1 ) .  When p1 = p2 = 2, p3 = oo, the generalized 
ball is a circular cylinder in �3 . 

2. When p, = pz = · · · = Pn = p > 0, we have V (lBp . . .  p ) = 

2n (f ( l + 1 /pW 
= 

(2/p)n (f ( l/p) )n 
f (nfp + 1 )  (n/p) f (n/p) 

Recall that f ( l ) = 1 ,  f ( l /2) = JT 1 12 , and f (n ) = (n - 1 ) ! .  For p = 2, the general
ized ball is the standard Euclidean ball with volume 2JTnfZ / (nf (n/2)) .  For p = 1 ,  the 
generalized ball 

{ (x, , . . .  , Xn ) :  l xd + . . · + lxn l S 1 } , 

is an n-dimensional diamond, and has volume 2n I n ! .  For p = 1 /2 , the generalized 
ball has volume 22n / (2n ) ! ,  and its shape is an n-dimensional star. These are two of the 
balls shown in FIGURE 1 .  

Surprisingly, for 0 < p < oo we find the n-dimensional ball has smaller volume 
when n becomes larger, and that 

lim V (B ) = lim 
(2/PY (f ( l/p)Y = o. 

n-+oo � n-+ oo  (n/p) f (n/p) 
n terms 

Here we use Stirling's formula: f (x)  "' ..ffiixx- l fZe-x , where "' means that the ratio 
of the quantity on the left and right approaches 1 as x -+ oo [6, p. 353] .  

3 .  For the ellipsoid { (x1 , . . .  , Xn ) :  lx 1 j P 1 faf1 + . . .  + lxn i P• faf• S 1 } , with 
a; > 0, a simple linear transformation reduces it to the form in ( 1 )  and the theorem 
yields its volume as 

n r o  + l jp, ) . . .  r o  + l fpn ) a1 · · · an · 2 . f ( l jp, + · · · + 1 /Pn + 1 )  

FIGURE 2 shows two ellipsoids in �3 to give readers an idea of their appearance. 

- I  

-05 

;: 0 
0.5 

(a) (b) 

Remark After I obtained this result, Dr. J. M. Borwein, at Simon Fraser Univer
sity, informed me that the 19th-century French mathematician Dirichlet had obtained 
a similar result using a different method [3, pp. 1 53-1 59] . An induction-free proof to 
the volume formula of the l P ball, via the Laplace transform, has been given by Bor-
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wein and Bailey in  [2, pp. 195-197] . Similarly, one can derive an induction-free proof 
to the volume formula of generalized balls (2) using the Laplace transform. Finally, 
we remark that more properties on the gamma function and volume of Euclidean balls 
can be found in Stromberg [7, pp. 394-395] .  
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Proof Without Words:  A Triangular Sum 
n 1 

t (n) = 1 + 2 +  · ·  · + n --+  L t (2k) = - t (2n+l + 1 )  - 1  
k=O 

3 

t (2n+l + 1 )  - 3 :  !&! 
!&! !&!  

• • •  3t( l )  

Exercises: 

cit,� cit, 3t(2) 

n 

3 L t (2k) = t (2n+l + 1 ) - 3 
k=O 

n 1 
(a) L t (2k - 1 )  = - t (2n+l - 2) 

k=l 
3 

n 1 
(b) .L: t (3 · 2

k - 1) = - [t (3 · 2n+ l - 2) - 1 ] 
k=O 

3 
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It is known, though perhaps not as well as it should be, that the number of partitions 
of n into (one or more) consecutive parts is equal to the number of odd divisors of n .  
(This i s  the special case k = 1 of a theorem of J .  J .  Sylvester [ 1 ,  §46] , to the effect that 
the number of partitions of n into distinct parts with k sequences of consecutive parts 
is equal to the number of partitions of n into odd parts (repetitions allowed) precisely 
k of which are distinct.) 

For instance, 

15 = 7 + 8 = 4 + 5 + 6 = 1 + 2 + 3 + 4 + 5 ,  

s o  1 5  has four partitions into consecutive parts, and 1 5  has four odd divisors, 1 ,  3 ,  5 ,  
and 1 5 .  

We shall prove the following result. 

THEOREM . The number of partitions ofn into an odd number of consecutive parts 
is equal to the number of odd divisors of n less than J2ri, while the number of parti
tions into an even number of consecutive parts is equal to the number of odd divisors 
greater than ..(iii. 

Proof. Suppose n is the sum of an odd number of consecutive parts . Then the 
middle part is an integer and is the average of the parts . Suppose the middle part is 
a, and the number of parts is 2k + 1 .  The partition of n is 

n = (a - k) + . .  · + a + . .  · + (a + k) 

and n = (2k + 1 )a .  So d =  2k + 1 is an odd divisor of n and its codivisor is d' = a . 
Note that a - k :::: 1 ,  that is, 2a - (2k + 1 )  > 0, d < 2d' , d < 2njd, and d2 < 2n . 
Conversely, suppose d is an odd divisor of n with d2 < 2n , and codivisor d' . Then 
d < 2d' , and if we write 2k + 1 = d ,  a =  d' then 

n = (a - k) + · · · + a + · · ·  + (a +  k) 

is a partition of n into 2k + 1 consecutive parts . 
Next, suppose n is the sum of an even number, 2k, of consecutive parts. Then the 

average part is a + 1 /2 for some integer a, the partition of n is 

n = (a + 1 - k) + · · · + a +  (a + 1 )  + · · · + (a +  k) , 

and n = 2k(a + 1 /2) = k (2a + 1 ) .  Then d = 2a + 1 is an odd divisor of n and its 
codivisor is d' = k. Note that a - k :::: 0, (2a + 1 ) - 2k > 0, d > 2d' , d > 2njd, and 
d2 > 2n . 
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Conversely, suppose d i s  an odd divisor of  n with d2 > 2n , with codivisor d' .  Then 
d > 2d' , and if we write 2a + 1 = d, k = d' , then 

n = (a + 1 - k) + · · · + a +  (a + 1 )  + · · · + (a +  k) 

is a partition of n into an even number of consecutive parts. • 

REFERENCE  
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For a pair of distinct positive numbers, a and b, a number of different expressions are 
known as means: 
1 .  the arithmetic mean: A (a ,  b) = (a + b)/2 
2. the geometric mean: G(a ,  b) =  Jab 
3. the harmonic mean: H(a ,  b) =  2abj (a + b) 
4. the logarithmic mean: L (a ,  b) =  (b - a)j (ln b - In a) 
5 . the Heronian mean: N(a ,  b) =  (a + Jab +  b)/3 
6. the centroidal mean: T (a ,  b) = 2(a2 + ab + b2)j3 (a + b) 

Recently, Professor Howard Eves [1]  showed how many of these means occur in geo
metrical figures. The integral in our title is 

( 1 )  

which encompasses all these means: particular values of t in ( 1 )  give each of the means 
on our list. Indeed, it is easy to verify that 

f(-3) = H(a ,  b) ,  f ( - �) = G(a ,  b) ,  f (- 1 )  = L (a ,  b) ,  

f ( -�) = N(a ,  b) ,  f (O) = A (a ,  b) ,  f ( 1 )  = T (a ,  b) .  

Moreover, upon showing that f (t) is strictly increasing, we can conclude that 

H(a ,  b) ::=: G(a ,  b) ::=: L (a ,  b) ::=: N(a ,  b) ::=: A (a ,  b) ::=: T (a ,  b) , (2) 

with equality if and only if a = b. 
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To prove that f (t )  i s  strictly increasing for 0 < a  < b, we show that f'(t) > 0 .  By 
the quotient rule, 

rb x1+ 1 ln x dx rb x1 dx - rb x1+1 dx rb x1 ln x dx 
J' (t) = Ja Ja b Ja Ja (3) <fa xt dx)2 

Since the bounds of the definite integrals are constant, the numerator of this quotient 
can be written 

= 
lb xt+ 1 1n x dx l

b 
l dy - lb yt+ 1 dx l

b 
x1 ln x dx 

= 
lb lb x1 y1 ln x (x - y) dxdy . 

Substituting in a different manner, we write the same numerator as 

= 
lb l+1 1n y dy l

b 
x1 dx - lb x1+1 dx l

b 
l ln y dy 

= 
lb lb x1l 1n y (y - x) dx dy . 

Averaging the two equivalent expressions shows that this numerator is 

l lb lb - x1l (x - y) (ln x - ln y) dxdy > 0, 
2 a a 

as long as 0 < a < b. In view of (3), this implies that f'(t)  > 0. Thus, f (t)  is strictly 
increasing as desired. 

We next tum to a refinement of (2) . Since 

ab(ln b - In a) G2(a ,  b) 
f( -2) = 

b - a = 
L (a ,  b) ' 

the monotonicity of f(t) allows us to deduce the following well-known interpolation 
inequality: 

G2 (a , b) H(a , b) :::: < G (a ,  b) . 
L (a ,  b) 

For more results, some of which have been obtained by other authors [2] , we define 
the power mean by 

(aP + bP ) I jp 
Mp (a , b) =  

2 

Observing that M112 (a , b) =  (G(a ,  b) + A(a ,  b)) /2 and 

1 
N(a ,  b) = 3" (G (a ,  b) + 2A (a ,  b)) , 

we challenge the reader to choose values of t in ( 1 )  to show that 

1 
L (a ,  b) < M113 (a , b) < 3 {2G (a , b) +  A (a ,  b) ) 

< M112 (a , b) < N(a ,  b) < M213 (a , b) . 
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Following the excellent suggestion of  an anonymous referee, for which the author 
is grateful, we put the discussion in a wider context by generalizing the means defined 
by ( 1 ) . We state a set of axioms, which, if satisfied by a class of functions, will entitle 
those functions to be called means. The axioms will be chosen by abstracting the most 
important properties of f (t) in ( 1 ) . 

We say that a function F(a ,  b) defines a mean for a ,  b > 0 when 

1 .  F(a ,  b) is continuous in each variable, 

2. F (a , b) is strictly increasing in each variable, 

3 . F (a ,  b) = F(b, a) ,  
4. F (ta , tb) = t F(a ,  b) for all t > 0, 
5 . a < F (a ,  b) < b for 0 < a  < b. 
The reader is invited to show that a necessary and sufficient condition for F(a ,  b) to 
define a mean is that for 0 < a .::=: b, 

F (a ,  b) = b f (ajb) ,  

where f (s ) i s  positive, continuous and strictly increasing for 0 < s .::=: 1 ,  and satisfies 
s < f (s) .::=: 1 ,  for 0 < s < 1 .  In particular, if ¢ is a positive continuous function on 
(0, 1 ]  and if 

f(s )  = J. (s) = fs
l x<jJ (x) dx

' 
1 t <P (x) dx 

then f satisfies these conditions and 

F(a ,  b) =  bf (ajb) = 
J:b x<jJ (xjb) dx 

fa </J (xjb) dx 

defines a mean. Moreover, if 1/J is positive continuous on (0, 1 ]  and 1/11¢ is strictly 
increasing, then Jq, < J,p on (0, 1 ) .  This gives a general perspective on the topic of 
means. 
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Most readers are surely familiar with the problem of placing eight nonattacking queens 
on a chessboard, and its natural generalization to an n x n board (see the references at 
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the end of this note). Here we consider an interesting variant of this problem, in which 
the board is triangular. 

We are given a triangular board of side n .  A queen on the board can move along 
a straight line parallel to any of the board's  sides (see FIGURE 1 ) .  Our problem is to 
place on the board as many queens as possible, without any two queens attacking each 
other. 

Figure 1 A queen on a triangu lar  board 

Obviously p.o more than n queens can be placed, since no row can contain more 
than one queen. 

We now show how to get a tighter bound by counting in two different ways the 
total number of attacks by queens on cells. Let s be the number of times a cell is 
attacked by (that is, collinear with) a queen, summed over all the cells of the board. In 
this definition, we mean that a queen attacks its own cell three times-once for each 
direction of movement. 

Each queen contributes exactly 2n + 1 to s, no matter where it is placed. One way 
to see this is by projecting the cells attacked by a queen onto the board's  bottom row, 
as shown in FIGURE 2. We �ave enough cells to cover the bottom row twice, plus one 
extra cell. 

Therefore, if there are q nonattacking queens on the board, then 

s = (2n + l )q . ( 1 )  

2x lx 2x 
Figure 2 Each queen attacks 2 n  + 1 cel l s  
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On the other hand, each cell can be attacked at most three times. And the number 
of cells is 1 + 2 + · · · + n = n (n + 1 ) /2, the n-th triangular number. Therefore, 

3n (n + 1 )  s ::: 2 
. 

Combining ( 1 )  and (2), we get 

3n (n + 1 )  3n (n + 1 )  3 (n + 1 )  q < < - ---

- 2(2n + 1 )  4n 
-

4 · 

Thus, we cannot place more than about 3n I 4 queens .  

(2) 

We can get a tighter bound by bounding the number of cells that can be actually 
attacked three times by a given configuration of queens . 

Suppose q nonattacking queens are placed on an arbitrarily large board. Trace a 
line through each queen along each of the three directions of movement. Then, the 
cells attacked three times are exactly those where three lines intersect. 

Let us ignore the queens for the moment, and concentrate on these three sets of lines ,  
each set containing q parallel lines. Consider two of the sets of lines. The distance 
between adjacent lines may vary, but the lines will always produce a rhomboid of 
q x q intersections, as shown in FIGURE 3. Group the intersections into "layers" as 
indicated by the thick segments. The numbers of intersections in the layers will always 
be 1 ,  3 ,  5 ,  . . .  , 2q - 1 ,  the first q odd numbers (as can be easily shown by induction) . 

Figure 3 I ntersect ions between two sets of l i nes, grouped i nto l ayers 

Now, consider the third set of lines (which would be horizontal in the figure). Each 
such line can cross at most one intersection per layer, since no layer contains two 
horizontally-aligned intersections . 

Therefore, to maximize the number of triple intersections, the most we can do is 
place the horizontal lines greedily one by one, each one passing through as many of 
the available intersections as possible. Thus, the first horizontal line can cross at most 
q intersections; the second line, at most q - 1 ;  the third line, again at most q - 1 ;  and 
so on, until we use up all the q horizontal lines. FIGURE 4 illustrates how to achieve 
the maximum number of triple intersections with equidistant lines. 
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Figure 4 Max im iz i ng the number of tri p le  i ntersections 

Therefore, the maximum number of triple intersections is, for q even, 

and, for q odd, 

q + 2 ( (q - 1 )  + (q - 2) + . . .  + (� + 1)) + � · 

( 
q + 1 ) 

q + 2 (q - 1 )  + (q - 2) + . . .  + -
2
- . 

The above sums are easily calculated in terms of triangular numbers ; they equal 3q2 14 
and (3q2 + 1 )  I 4, respectively. Thus, for all q ,  the number of triple intersections is no 
more than (3q2 + 1 )  I 4. 

Now let us come back to our nonattacking queens on a triangle. It  follows that s , 
the total number of times a cell is attacked by a queen, is bounded by 

2n (n + 1 )  3q2 + 1 s ::::: 2 
+ --4- (3) 

(We add 2 for each cell of the board, and then 1 for each cell that can be attacked a 
third time. )  

Combining ( 1 )  and (3), we get a quadratic inequality for q . Surprisingly, the solution 
to this inequality does not involve radicals ;  the solution is 

2n + 1 
q :::::: -

3
- or q =:: 2n + l . 

Obviously, q cannot be larger than n , and q must be an integer. Therefore, 

l 2n + 1
J q < -- . - 3 

(4) 

An optimal solution We end by showing that the bound given by equation (4) is 
in fact tight. FIGURE 5 illustrates how to place (2n + 1 ) 13 queens on a board of 
side n ,  when n = 1 (mod 3) .  If we number the board's columns 1 through 2n - 1 
as shown, then the queens are placed on all cells in columns numbered (2n + 1 )13 and 
(4n + 2) 13 .  

For the cases n = 0 and n = 2 (mod 3) ,  we can use the same configuration and 
remove the board's bottom one or two rows, respectively, along with their queens .  
Therefore, we can always place L (2n + 1 ) 13J queens on a board of side n. 
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Figure 5 (2 n + 1 )/3 = 7 nonattack ing queens on a board of s ide n = 1 0 
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Editor's Note: 

Late in our production period, it was pointed out that many of the results given in 
the Note "Nonattacking Queens on a Triangle" by Nivasch and Lev also appear 
in the popular book, The Inquisitive Problem Solver, by Vaderlind, Guy, and Lar
son, MAA, 2002. We hope that readers will nonetheless appreciate the treatment 
given here. 
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Proposa l s  
To be considered for publication, solutions should be received by May 1 ,  2006. 
1731. Proposed by Mowaffaq Hajja, Yarmouk University, lrbid, Jordan. 

Let A
'
, B
'
, and C

' 
be points on sides BC, CA, and AB, respectively, of triangle ABC, 

and let M be the point at which AA' intersects B
'
C
'
. Prove that either p (A

'
C
' 
B) > 

p (A
'
C
' 
M) or that p (A

' 
B
'
C) > p (A

' 
B
' 
M), where p (XYZ) denotes the perimeter of 

triangle XYZ. 
1732. Proposed by Cafe Dalat Problem Solving Group, Washington D. C. 

Let n be a positive integer and define the function f : [0, l ]n -----+ [0, 1 ]2 by 

_ (X! + Xz + · · · + Xn n 

) f (x, ,  X2 , • . .  , Xn ) - n , ,ylx1x2 · · · Xn • 

Let / (n) denote the range of f in [0, 1 ] 2 •  Determine U�1 / (n) .  
1733. Proposed by Ovidiu Furdui, student, Western Michigan University, Kalamazoo, 
MI. 

Let x be a fixed real number. For positive integer n define 

( 1 ) nx 
an = 1 + -;; 

Determine 

We invite readers to submit problems believed to be new and appealing to students and teachers of advanced 

undergraduate mathematics . Proposals must, in general, be accompanied by solutions and by any bibliographical 

information that will assist the editors and referees. A problem submitted as a Quickie should have an unexpected, 

succinct solution. 

Solutions should be written in a style appropriate for this MAGAZINE. Each solution should begin on a 

separate sheet. 

Solutions and new proposals should be mailed to Elgin Johnston, Problems Editor, Department of 

Mathematics, Iowa State University, Ames lA 5001 1 ,  or mailed electronically (ideally as a JME,X file) to 

ehjohnst@iastate.edu. All communications should include the readers name, full address, and an e-mail address 

and/or FAX number. 
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1734. Proposed by H. A. ShahAli, Tehran, Iran. 

Let a be a fixed irrational number and let P be a polynomial with integer coeffi
cients and with deg(P)  � 1 .  Prove that there are infinitely many pairs (m ,  n) of inte
gers such that P(m) = Lnaj . 

1735. Proposed by George Gilbert, Texas Christian University, Fort Worth, TX. 
Find the complex zeroes of the polynomial 

Pn (z) = det 

- 1 
1 - z 

0 

0 
0 

z 0 
- 1 z 

1 - z - 1  

0 
0 

where the matrix is an n x n tridiagonal matrix. 

Qu ick ies 
Answers to the Quickies are on page 4 1 0. 

0 
z 

0 

0 

1 - z 
0 

0 
0 
0 

- 1  z 
1 - z - 1  

Q955. Proposed by Sadi Abu-Saymeh and Mowaffaq Hajja, Yarmouk University, 
Irbid, Jordan. 

Suppose the cevians AA', BB' ,  and CC' of triangle ABC intersect at E .  Prove that 
the quadrilaterals EC'  BA' and EB'  CA' have the same area if and only if BA' = CA' .  

Q956. Proposed by Steven Kahan, Queens College, Flushing, NY. 

Let x ,  y ,  z be positive numbers with 

Prove that 

So l ut ions 
Products and Logarithms 

1 1 1 27 
- + - + - > - . 
X y Z - 8 

� x + y + z 
V "" Y "  _:": 3 · 

December 2004 

1706. Proposed by Steve Edwards and James Whitenton, Southern Polytechnic State 
University, GA. 

Let 0 < a , b < 1 .  Evaluate 

()() 1 + b2" 
n 1 + a2" . 

n = - oo  

Solution by Cal Poly Pomona Problem Solving Group, Cal Poly Pomona, Pomona, CA. 
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Therefore, 

Next, 

- 1 1 + b2n 
fl 1 + a2n n = - M  

Finally 

( 1  + b) ( l  + b2) • • • ( 1  + b2N ) 
( 1  + a) ( l  + a2) • • • ( 1  + a2N ) 

1 + b + b2 + • • • + b2N+ l _ 1 

1 + a + a2 + · · · + a2N+L1 

MATHEMATICS MAGAZI N E  

1 - b2N+l 1 - a 
1 - a2N+t 1 - b 

1 - a 1 - a 
---..,,---,- . -- = 

--

1 - b 1 - b 

( 1  + b 1 f2) ( 1  + b 1 /22 ) • • • ( 1  + b 1 f2M ) 
( 1  + a 1 /2) ( 1  + a 1 /22 ) . . .  ( 1  + a 1 12M ) 

1 + b 1 f2M + (b 1 f2M )2 + . . .  + (b 1 f2M )2M - 1  1 - b 1 - a 1 !2M 

1 - a 1 - b1 !2M · 

Also solved by Hamza Ahmad, Tsehaye Andeberhan, Michael Andreoli, Micha Anhalt (Israel), Michel 
Bataille (France), J. C. Binz (Switzerland), Jean Bogaen (Belgium), Paul Bracken, Minh Can, Juan Carlos 
Iglesias Castaii6n (Honduras), Con Amore Problem Group (Denmark), Chip Cunis, Jim Delany, Paul Deier
mann, Daniele Donini (Italy), Joe Flowers, Michael Goldenberg and Mark Kaplan, G.R.A.20 Math Problems 
Group (Italy), Jim Hanman, W. P. Heidorn (Germany), Russell Jay Hendel, Parviz Khalili, Harris Kwong, 
Victor Y. Kutsenok, Sam McDonald and Kuzman Adzievski, Joana Mihaila, Jose H. Nieto (Venezuela), Nonh
westem University Math Problem Solving Group, Rob Pratt, Manuel Reyes, Rolf Richberg (Germany), Thomas 
Richards, Volkhard Schindler (Germany), Heinz-Jiirgen Seiffen (Germany), Nicholas C. Singer; Byron Siu, Al
ben Stadler (Switzerland), Ricardo M. Torrej6n, Dave Trautman, Lucas Van der Merwe and Stan Byrd, Michael 
Vowe (Switzerland), Paul Weisenhom (Germany), Chu Wenchang (Italy), Michael Woltermann, Li Zhou, and the 
proposer. There were two incorrect submissions. 

An Urned Expectation 

1707. Proposed by Barthel Wayne Huff, Salt Lake City, Utah. 
Let k and n be positive integers. Evaluate 

n ( ' k j - 1 ) � n -1j + k !] n � �: k ' 

where the empty product is equal to 1 .  

I .  Solution by Rob Pratt, Raleigh, NC. 
First note that 

� . (k + n - j - 1) 
= 
(k + n) 

� ]  k - 1 k + l
, 

} = 1 

December 2004 
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which can be proved combinatorially by counting the number of (k + I )-subsets of 
{0, 1 ,  . . .  , k + n - 1 }  in two different ways. It is clear that the right side is the number 
of such sets . The left side is obtained by conditioning on the second smallest element j 
of the subset: we then have j choices, { 0, 1 , . . .  , j - 1 } ,  for the smallest element, then 
must choose the remaining k - 1 elements from {j + 1 ,  j + 2, . . .  , k + n - 1 } .  

The sum in the problem statement can now be rewritten as 

n ( .  k ! (n - 1 ) !  (k + n - j - 1 ) ! ) = j; 1 · (k - 1 ) !  · (n - j ) !  
· 

(k + n - 1 ) !  

= (k + n - 1) - I � · (k + n - j - 1) = (k + n - 1) - I (k + n) = k + n
. 

k f=r 1 k - 1  k k + 1 k + 1 

II. Solution by the proposer. 

Consider an urn containing n - 1 red balls and k blue balls .  Balls are drawn at 
random from the urn and not replaced until a blue ball is obtained. Let r; be the draw 
on which the first blue ball is obtained. Then 

k k n - 1  k 
E[T ] = 1 · + 2 · · + · · · n n - 1 + k n - l + k n - 2 + k  

n - 1 1 k 
+ n · · · · · · -- · -

n - l + k k + l k 
n ( "k j - I ) = f; n -

1
j + k D n � �: k · 

On the other hand, we intuitively expect the blue balls to be evenly spaced through 
the sequence of draws that empties the urn, that is the expected position of the first ball 
should be 

k n - 1  n + k 
E [T ] = -- + 1 = -- .  n k + 1 k + 1 

This intuition can be shown to be correct by conditioning upon whether or not the first 
ball drawn is blue to obtain 

E[Tn
k ] = 1 · P [T: = 1 ]  + ( 1 + E [Tn"-d) · P [Tn

k ::f= 1 ] 

k k n - 1  k = 1 + P [Tn ::f= 1 ]  · E [Tn-d = 1 + 
n _ 1 + k · 

E [Tn-d · 

Because it is clear that E[T1
k ] = 1 (the no red ball case) a straight forward induction 

argument yields E[T;] = (n + k) / (k + 1 ) .  

Also solved by Hamza Ahmad, Tsehaye Andeberhan, Michael Andreoli, Michel Bataille (France), J. C. Binz 
(Switzerland), Jean Bogaert (Belgium), Paul Bracken and N. Nadeau, Brian Bradie, Con Amore Problem Group 
(Denmark), Chip Curtis, Daniele Donini (Italy), Joe Flowers, Russell Jay Hendel, Michael Goldenberg and Mark 
Kaplan, Sam McDonald and Kuzman Adzievski, Daniel R. Patten, Rolf Richberg (Germany), Volkhard Schindler 
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(Gemumy), Heinz-Jiirgen Seiffert (Germany), Byron Siu, Albert Stadler (Switzerland), Michael Vowe (Switzer
land), Chu Wenchang (Italy), Paul Weisenhorn (Germany), and Li Zhou. 

When a Parallelogram Is a Square December 2004 
1708. Proposed by Stephen J. Herschkorn, Highland Park, NJ. 

It is well known that the area of a square is half the square of the length of its 
diagonal. Show that if the area of a parallelogram is half the square of one of its 
diagonals, and if the area and each side have rational measure, then the parallelogram 
is a square. 

Solution by Andrew J. Miller, Belmont University, Nashville, TN. 

Without loss of generality, we may assume that the length of one side of the par
allelogram is 1 and the other side length is a .  Let e be the measure of one of the 
smaller vertex angles . Then the area of the parallelogram is a sin e and the squares of 
the lengths of its diagonals are a2 ± 2a cos e + 1 .  Because the area is equal to half the 
square of the length of one of the diagonals, we have 

2a sin e = a2 ± 2a cos e + 1 ' ( 1 )  

from which 

a2 - 2ap, + 1 = 0, (2) 

where p, = sin e ± cos e .  Equation (2) has real solutions for a if and only if p, 2 - 1 2: 0. 
Because p, 2 - 1 = ± sin(2e) and 0 :::: e :::: � ,  it follows that p, = sin e + cos e .  In this 
case the solutions to (2) are 

a =  sin e + cos e ± Jsin 2e . (3) 

Because a and the area of the parallelogram are rational, it follows that sin () is rational, 
and from ( 1 )  and (3) that cos () and J sin 28 are also rational. Thus there is a rational 
number x such that 

( 2x 1 - x2 ) 
(cos B ,  sin e ) = --2 , --2 , 

l + x l + x 

and in addition 

Since both x and J sin 2e are rational, this equation implies that there is a rational 
number y such that 

But it is well known that the only rational solutions to this equation are (x , y) = (0, 0) 
and (x , y) = (± 1 ,  0) . Thus sin 2B = 0, so e = rr/2. It follows from ( 1 )  that a =  1 ,  so 
the parallelogram is a square. 

Also solved by Tsehaye Andeberhan, Roy Barbara (Lebanon), Henry J. Barten, Michel Bataille (France), 
Claude Begin (Canada), Minh Can, John Christopher; Con Amore Problem Group (Denmark), Chip Curtis, Jim 
Delany, Daniele Donini (Italy), Timothy Eckert, Michael Goldenberg and Mark Kaplan, G.R.A.20 Math Problems 
Group (Italy), Victor Y. Kutsenok, Allen J. Mauney, Sam McDonald and Kuzman Adzievski, Volkhard Schindler 
(Germany), H. T. Tang, Michael Vowe (Switzerland), Michael Woltermann, Li Zhou, and the proposer. There was 
one incorrect submission. 
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A Product Inequality December 2004 
1709. Proposed by Mihaly Bencze, Siicele-Negyfalu, Romania. 

Let x1 , x2 , . . •  , x3n � 0. Prove that 

2n fl + xk � 1 + fl X� /n 
3n 1 

2 ( 3n ) n 

k=l 1 + Xk k=l 

Solution by Michael Reid, University of Central Florida, Orlando, FL. 

The statement of the problem makes sense and remains true if 3n is a nonnegative 
integer, though n need not be. We prove this slightly more general statement, and show 
that equality holds if and only if each Xk = 1 .  We first prove a simple lemma. 

LEMMA.  Let a 1 , a2 , • • •  , am be nonnegative real numbers and let g be their geo
metric mean. Then fl;=l  (1 + ak) � (1 + g)m . 

Proof. Expand the product to get 

m fl ( 1  + ak ) = 1 + s1 + s2 + · · · + Sm , 
k=l 

where the sks are the elementary symmetric functions of the ak s .  By the arithmetic
geometric mean inequality, sk � (�)gk for 1 ::::: k ::::: m .  Thus 

We now prove the desired inequality. Let m = 3n be a nonnegative integer. Note that 
for any real number t ,  we have 

with equality if and only if t = 1 .  In particular, for nonnegative t , 

1 + t2 
2 1 /3 __ > ( 1  + t3 ) 1 f3 

1 + t  - ' 

with equality if and only if t = 1 .  This is the required inequality for the case m = 1 .  
Apply (*) with t = x1 , x2 , • • •  , Xm , take the product, then apply the lemma to get 

2mf3 Ii 1 + xk � Iio + xi ) � 1 + Ii x�/m ' 

2 ( ) 1 /3 ( ) m/3 

k=l  1 + Xk k=l k=l  

which is the desired inequality. If equality holds, then it  must hold in the first inequality 
above, which implies that x1 = x2 = · · · = Xm = 1 .  • 

Also solved by Tsehaye Andeberhan, Michel Bataille (France), Daniele Donini (Italy), Ovidiu Furdui, 
G.R.A.20 Problems Group (Italy), W. P. Heidorn (Germany), Michael G. Neubauer; RolfRichberg (Germany), Li 
Zhou, and the proposer. 

A GCD Relationship December 2004 

1710. Proposed by William D. Weakley, Indiana-Purdue University at Fort Wayne, 
Fort Wayne, IN. 
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Let n > 1 be an integer and let (a1 a2 · · · an ) and (b1 b2 • • • bn ) be 1 x n matri
ces with integer entries. Show that GCD(a J . a2 , • • •  , an ) = GCD(b� > b2 , • • •  , bn ) if and 
only if there is an n x n matrix M with integer entries and det(M) = 1 such that 

Solution by Jim Delany, California Polytechnic State University, San Luis Obispo, CA. 

The n x n matrices M with integer entries and det( M) = 1 constitute the group 
S Ln (Z) . Define an equivalence relation on zn by defining a, b E z

n to be equivalent if 
there is an M E  SLn (Z) such that aM = b. We first show that a =  (a1 , a2 , . • •  , an) E 
zn is equivalent to (d , 0, . . .  , 0) , where d = GCD(a1 , a2 , • • •  , an ) . 

Let d1 = a1 . For 2 :=:: k :=:: n let dk = GCD(a1 , a2 , • • •  , ak ) = GCD(dk_ 1 , ak) ,  
(where we define GCD(O, 0) = 0) and let xk > Yk be integers such that dk- !Xk + 
akyk = dk .  If dn = 0, then a = (0, 0, . . .  , 0) and the assertion is trivial .  If dn > 0, 

let m = min{k ::: 2 : dk > 0} .  (Thus, if a1 =/= 0, then m = 2, and if a1 = 0, then 
m = min{k : ak > 0} . )  

Define matrices M1 , Mz , . . .  , Mn E SLn (Z) as follows. For k < m let Mk = In , the 
n x n identity matrix. For m :=:: k :=:: n ,  let Mk = Mk_1 Pk where 

is the matrix with entries 

( (k)) Pk = Pij . E SLn (Z) 1 :::; 1 ,  J :O::n 

(k) (k) (k) ak 
P1 1  = Xb Pk! = Yb P!k = - dk ' 

(k) dk- 1 
Pkk = d;' 

and 

(k) � th 
. Pij = o;j o erwtse. 

We then have aMk = a  for 1 :::: k < m. By induction, 

for m :=:: k < n and aMn = (dn , 0, . . .  , 0) . This confirms our assertion. Thus any two 
n-tuples with the same GCD are equivalent. 

For the converse we need to show that if c, d ::: 0, and if (c, 0, . . .  , 0) and 
(d , 0, . . .  , 0) are equivalent, then c = d. Suppose that (c , 0, . . .  , O)M = (d ,  0, . . .  , 0) 

for some M E  SLn (Z) . Then (d , 0, . . .  , O) M- 1 
= (c, 0, . . .  , 0) . It follows that m 1 1 c = 

d and m �� 1 )d = c, so c I d, d I c, and c = d. 
Also solved by Hamza Ahmad, Michel Bataille (France), Con Amore Problem Group (Denmark), Randall J. 

Covill, Daniele Donini (Italy), Victor Y. Kutsenok, Sam McDonald and Kuzman Adzievski, Manuel Reyes, Rolf 
Richberg (Germany), Achilleas Sinefakopoulos, and the proposer. 

Answers 
Solutions to the Quickies from page 405. 
A9SS. If BA' = CA',  then it follows from Ceva's Theorem that AB ' I B' C = AC' I C' B 
and hence that B'C' I I  BC. Therefore [C'BC] = [B'CB] ,  where [ · · · ] denotes area. It 
also follows from BA' = CA' that [BEA'] = [CEA'] . Therefore, [EC'BA'] = [EB'CA'] ,  
as desired. 
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For the converse, assume that BA' < A' C and let M be the midpoint of BC. Let AM 
intersect BB' at F, and extend CF through F to intersect AB at C" .  Then by the first 
part of the proof, 

[EC'BA'] < [FC"BM] = [FB'CM] < [EB 'CA'] . 

A956. From the given inequality it follows that yz + xz + xy ::::_ ¥-xyz . Next note that 

x2 + l + z2 + 2xy - 2xz - 2yz = (x + y - z)2 ::::_ 0 
x2 + l + z2 - 2xy + 2xz - 2yz = (x - y + z)2 ::::_ 0 
x2 + l + z2 - 2xy - 2xz + 2yz = ( -x + y + z)2 ::::_ 0. 

Adding these inequalities leads to 

Then 

(x + y + z)2 = x2 + l + z2 + 2xy + 2xz + 2yz 
8 8 ( 27 ) 

:::: 3 (xy + xz + yz) :::: 3 sxyz = 9xyz . 

Dividing by 9 and taking square roots gives the desired inequality. 

The MAGAZ I N E  i n  N u mbers-A Snapshot 

Starting in 2000, the last year of the old millennium, we began entering MAGA
ZINE records in a database. It holds all the information about manuscripts, their 
authors and referees, and their status at various times .  As of October 27, 2005, 
here are a few notable numbers from the database. 

• 1 ,372 manuscripts are recorded in the system, including Articles, Notes, Proofs 
Without Words, and other miscellaneous material. 

• 1 ,787 authors '  names were attached to these manuscripts .  
• 290 manuscripts were published, 93 1 not accepted, and 1 00 withdrawn. 
• 1 ,570 referee reports were requested from volunteer referees, including 468 

requests sent to Associate Editors. 

• 270 letters were sent to ask authors to revise manuscripts . We received 1 92 
revisions, with 1 1  still pending. 

Notes:  We stopped receiving new manuscripts at the start of 2005 . Some 
manuscripts are being passed on to Allen Schwenk for publication in our 2006 
issues; some decisions are still pending. The count of published manuscripts 
includes some received from Paul Zorn, the past editor, which approximately 
balance those sent on to Allen Schwenk. 
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Assistant Editor: Eric S. Rosenthal, West Orange, NJ. Articles and books are selected for this 

section to call anention to interesting mathematical exposition that occurs outside the main

stream of mathematics literature. Readers are invited to suggest items for review to the editors. 

Kammen, Daniel M. ,  and David M. Hassenzahl, Should We Risk It? Exploring Environmental, 
Health, and Technological Problem Solving, Princeton University Press, 1999; xx + 404 pp, 
$32.95 (P) . ISBN 0-69 1-07457-7. Harte, John, Consider a Cylindrical Cow: More Adventures 
in Environmental Problem Solving, University Science Books, 200 1 ;  xii + 2 1 2  pp, $38 (P) . 
ISBN 1-89 1 3 89-1 7-3 . 

You may wonder why I am reviewing books that are several years old. Well, I didn't  notice them 
earlier; they aren't  exhibited at the meetings of mathematical societies, or advertised to math
ematicians, so you probably didn't notice them, either. What courses in applied mathematics 
does your department teach? Most college students, apart from taking a required "distribution" 
course in a mathematics department, go on to learn their needed applied mathematics elsewhere; 
more applied mathematics is taught outside of mathematics departments than inside them. Some 
pure mathematicians are not interested in applied mathematics (and that's OK); others (includ
ing many teaching assistants) have no substantial background in any science or engineering and 
hence are incapable of teaching truly applied mathematics. Yet students must be equipped to 
address important questions-for example, involving the environment and its effects on humans 
(and vice versa)-that require quantitative analysis. Must students learn that only in a Depart
ment of Environmental Studies, of Energy and Society, or of Energy and Resources? The two 
books listed above, plus the predecessors Consider a Spherical Cow: A Course in Environ
mental Problem Solving ( 1988) by Harte and its accompanying computer models in Leonard 
J. Soltzberg' s  The Dynamic Environment ( 1 996), point out a direction in which mathematics 
departments could expand their relevance. These books require (in places) background in cal
culus, matrix algebra, differential equations, probability, and statistics ;  but they also demand 
of instructor and students knowledge of (or willingness to learn) some physics, chemistry, and 
biology. Kammen and Hassenzahl set out the techniques of risk assessment (including Bayesian 
analysis, toxicology, epidemiology, and exposure assessment), while Harte in this second "cow" 
book focuses on probability, optimization, scaling, differential equations, stability, and feed
back in environmental contexts. If only mathematicians knew a little more about the world, 
they could bring so much more mathematics to it. 

Cipra, Barry, et al. (eds.) ,  Tribute to a Mathemagician, A K Peters, 2005 ; x + 252 pp + 4 color 
plates, $38 .  ISBN 1-5688 1-204-3. 

This is the third book from "Gathering for Gardner" (G4G) meetings of mathematicians in
spired by Martin Gardner. Details of some previous meetings, together with material on recre
ational math, are at http : I /WV1W . g4g4 . com/. This volume contains papers from G4G6; top
ics include interlocking puzzles, sliding-coin and sliding-block puzzles, origami, configuration 
games, domino portraits, and much more. Nick Baxter's explanation of the P6lya-Bumside 
lemma "in language that puzzlers can understand" may be useful in teaching students how to 
count symmetries, and I particularly enjoyed Underwood Dudley on how and why recreational 
mathematics beats phony applications problems ("[mathematics] is by far the best way to teach 
people to reason") .  G4G7 will take place in March 2006, with participation by invitation. 

4 1 2 
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Danesi, Marcel, The Liar Paradox and the Towers of Hanoi: The Ten Greatest Math Puzzles of 
All Time, Wiley, 2004; vii + 248 pp, $ 1 5 .95 (P). ISBN 0-47 1-648 1 6-7. 

The recent feverish popularity of Sudoku proves that mathematical puzzles can excite vast num
bers of people. Here are some of the "Sudokus" of yesteryear (and today) : the riddle of the 
Sphinx, river-cro�sing puzzles, Fibonacci 's  rabbits, the four-color problem, Loyd's "Get Off 
the Earth" puzzle, the Cretan labyrinth, the Tower of Hanoi puzzle, the Konigsberg bridges, 
magic squares, and the liar paradox. Each chapter includes further "Explorations" (don't call 
them exercises-they are puzzles ! ) ,  with answers and explanations in the back of the book. 

Hayes, Brian, Group theory in the bedroom, American Scientist (September-October 2005) ,  
http : I lwww . americansc ient ist . orgltemplat el AssetDet aillasset idl47438 . Letters 
to the editor: Building a better mattress flip, (November-December 2005), http : I lwww . 

americansc ientist . orgltemplateiAs setDetaillasset idl47439 . 

How should you "tum" a mattress to have it systematically pass through all of its (four) states, 
thus evening the wear? There is no "golden rule," a "set of geometric maneuvers that you could 
perform in the same way every time in order to cycle through all the configurations." The math
ematical content of this article (which features "mattress multiplication" and an introduction to 
group theory) is that the Klein 4-group cannot be generated by a single element. A reader sug
gests "an alternating sequence of two basic flipping operations," demonstrating that the group 
can be generated by (any) two elements-Hayes dubs it a "silver rule." Now, if only king-size 
mattresses were square (instead of 76" by 80"), there would be some further "exploration" for 
the reader. (Note: The group that Hayes gives for tire rotation is interesting for didactic purposes 
(lots of golden rules) but applies only to nonradial tires; radial tires are supposed to remain on 
the same side of the car, hence their rotation subgroup is considerably smaller.) 

Hadlock, Charles R. (ed.), Mathematics in Service to the Community: Concepts and Models for 
Service-Learning in the Mathematical Sciences, Mathematical Association of America, 2005 ; 
xi + 264 pp, $45.50 (P) . 

"What is service-learning and why should I be interested in it?'' No, it's  not necessarily tutor
ing. It' s  activities that "enhance delivery or impact of curricular material. . .  in a service frame
work [of] civic engagement or social contribution." How can mathematics fit in? Natural arenas 
are mathematical modeling, statistics, and education-related activities . This book includes case 
studies in each category, from optimal staffing of a fire department to efficient snowplow routes, 
from community surveys to data organization, and from implementing use of graphing calcu
lators to bringing teacher candidates together with children and their parents. There is plenty 
of advice about how to organize a service-learning course, but I wished for more accounts of 
projects, with testimonials from clients outside of academia. As editor Hadlock observes, there 
are "untapped possibilities." (Blatant advertisement from another editor in my chair wearing a 
different hat of mine: The UMAP Journal has for some years featured such case studies in its 
occasional MathServe section.) 

Mankiewicz, Richard, The Story of Mathematics, Princeton University Press, 2004; 192 pp, 
$ 1 9.95 (P) . ISBN 0-69 1-1 2046-3 . 

This book would be a great coffee-table book about mathematics at twice its size, enlarging 
the too-small print to readability and the many color illustrations to irresistible attractiveness 
(however, the quotations, in an ugly neo-Celtic font, would look even worse). The goal, "to 
illustrate how the mathematical sciences were intimately linked to the interests and aspirations 
of the civilizations in which they flourished," is achieved in a fast panorama virtually without 
equations or mathematical symbolism. Much of the content is thus what you would expect 
(astronomy, ancient and medieval mathematics from various cultures, Newton, cartography, the 
quintic, noneuclidean geometry, infinity, chance) . Four of the 24 chapters relate somewhat to 
mathematics since 1900: game theory, noneuclidean dimensions of modem art, computing, and 
chaos/fractals. The illustrations are spectacular, the prose inspiring; this book deserves (besides 
a coffee-table edition) a permanent place in the (tiny) mathematics section of bookstores. 

/eject 
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Dirichlet: His Life, His Principle, and His 
Problem, by Pamela Gorkin and Joshua H. 
Smith, 283-296 

Farmer Ted Goes 3D, by Shawn Alspaugh, 
192-204 

Fermat: The Founder of Modern Number 
Theory, by Israel Kleiner, 3-14 

Groups of Arithmetical Functions, by James 
E. Delany, 83-97 

Heads Up: No Teamwork Required, by Mar
tin Erickson, 297-300 

Height and Excess of Pythagorean Triples, 
by Darryl McCullough, 26-44 
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Hidden Group Structure, by Ruth I .  Berger, 
45-48 

Honey, Where Should We Sit?, by John A. 
Frohliger and Brian Hahn, 379-384 

Humble Sum of Remainders Function, The, 
by Michael Z. Spive, 300--305 

In the Shadow of Giants: A Section of Amer
ican Mathematicians, 1925-1950, by David 
E. Zitarelli, 17 5-19 1  

Least-Squares Property of the Lanczos 
Derivative, The, by Nathania! Burch and 
Paul E. Fishback, 368-378 

Letter to the Editor: Sury 's Parent of Binet 's 
Formula, by Arthur T. Benjamin, 97 

Lost Calculus, The ( 1637-1670): Tangency 
and Optimization without Limits, by Jeff 
Suzuki, 378-353 

Magic Mirror Property of the Cube Cor
ner; The, by Juan A. Acebr6n and Renato 
Spigler, 308-3 1 1  

Maximizing the Chances of a Color Match, 
by Ramin Naimi and Roberto Carlos Pelayo, 
1 32-137 

Means Generated by an Integral, by Hong
wei Chen, 397-399 

Modern Approach to a Medieval Problem, A, 
by Awani Kumar, 3 1 8-322 

Nonattacking Queens on a Triangle, by Eyal 
Lev and Gabriel Nivasch, 399-403 

On the Metamorphosis of Vandermonde 's 
Identity, by Don Paul Rawlings and 
Lawrence H. Sze, 232-238 

On Tiling the n-Dimensional Cube, by 
William Staton and Benton Tyler, 305-308 

Outwitting the Lying Oracle, by Robb T. 
Koether and John K. Osoinach, 98-109 

Partitions into Consecutive Parts, by Michael 
D. Hirschhorn and P. M. Hirschhorn, 396-
397 

Poem: Stopping by Euclid's Proof of the In
finitude of Primes, by Brian D. Beasley, 1 7 1  

Poem: Triangles, b y  Greg Tuleja, 378 

Proof Without Words: Alternating Sums of 
Odd Numbers, by Arthur T. Benjamin, 385 

Proof Without Words: Candido 's Identity, by 
Roger B .  Nelsen, 1 3 1  

Proof Without Words: A Proof of Viviani 's 
Theorem, by Ken-ichiroh Kawasaki, 2 1 3  

Proof Without Words: PythagoreanTriples 
and Factorizations of Even Squares, by Jose 
A. Gomez, 14  

Proof Without Words: Sums of Triangular 
Numbers, by Roger B. Nelsen, 23 1 
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Proof Without Words: (0, 1)  Is Equivalent to 
[0, 1], by Kevin Hughes and Todd Pelletier, 
226 

Pythagorean Triples and Inner Products, by 
Larry J. Gerstein, 205-2 1 3  

Recounting the Odds of an Even Derange
ment, by Arthur T. Benjamin, Curtis D. Ben
nett, and Florence Newberger, 387-390 

Replacement Costs: The Inefficiencies of 
Sampling with Replacement, by Emily S .  
Murphree, 5 1-57 

Row Rank Equals Column Rank, by William 
P. Wardlaw, 3 1 6-3 1 8  

Short Proof of Chebychev 's Upper Bound, A ,  
by William Staton and Kimberly Robertson, 
385-387 

Spherical Triangles of Area rr and Isosce
les Tetrahedra, by Jeff Brooks and John 
Strantzen, 3 1 1-3 14 

Stopping Strategies and Gambler's Ruin, by 
James D. Harper and Kenneth A. Ross, 255-
268 

Singled Out Game, The, by Kennan Shelton, 
1 5-25 

Slope Mean and Its Invariance Properties, 
The, by Jun Ji and Charles Kicey, 1 39-144 

St. Basil 's Cake Problem, The, by Christina 
Savvidou, 48-5 1 

Theorem of Frobenius and Its Applications, 
A, by Dinesh Khurana and Anjana Khurana, 
220--225 

Transposition Graphs: An Intuitive Approach 
to the Parity Theorem for Permutations, by 
Dean Clark, 1 24- 1 30 

Twentieth-Century Gems from Mathematics 
Magazine, by Gerald L. Alexanderson and 
Peter Ross, 1 10--123 

Volumes of Generalized Unit Balls, by Xianfu 
Wang, 390-395 

Wafer in a Box, by Ralph Alexander, John E. 
Wetzel, 2 14-220 

Why Euclidean Area Measure Fails in the 
Noneuclidean Plane, by Dieter Ruoff, 1 37-
1 39 

PROBLEMS 

The letters P, Q, and S refer to Proposals, 
Quickies, and Solutions, respectively; page 
numbers appear in parentheses. For ex
ample, P 1622( 155) refers to Proposal 1622, 
which appears on page 155. 

February: P 1 7 1 1 - 1 7 1 5 ;  Q947-948; S 1 686-
1 690 

4 1 9 

April: P 1 7 1 6- 1 720; Q949-950; S 169 1 - 1 695 

June: P l 72 1 - 1 725 ; Q95 1 -952; S 1 696- 1 699 

October: P1 726- 1 730 and 1 7 1 8 ;  Q953-954; 
S 1 701 - 1 705 

December: P 173 1 - 1 735 ;  Q955-956; S 1 706-
1 17 1 0  

Aassila, Molhammed, P 1 7 1 4(68),P 1 7 1 7 ( 1 58) 

Abu-Saymeh, Sadi, and Hajja, Mowaffaq, 
Q955(405) 

Bailey, Herb, P1723(239) 

Bailey, Herb, and Finn, David, S 1704(326) 

Bataille, Michel, P1725(240), S 1 699(243) 

Bataille, Michel, and Benjamin, Arthur, 
Q954(324) 

Bencze, Mihaly, P1 724(240) 

Benjamin, Arthur, and Bataille, Michel, 
Q954(324) 

Botsko, Michael W., Q953(324) 

Butler, Steven, P1730(324) 

Cafe Dulat Problem Solving Group, 
P l 7 1 6( 158),  P l 732(404) 

Callan, David, P 1 7 1 8( 1 58) 

Cal Poly Pomona Problem Solving Group, 
S 1 706(405) 

Curtis, Chip, S 1701 (325) 

Delany, Jim, S 1 697(241 ) ,  S 1 695( 1 63), 
S 1 7 1 0(4 10) 

Deutsch, Emeric, P1722(239) 

Diaz-Barrero, Jose Luis, P1728(323) 

Dmytrenko, Vasyl, and Lazebnik, Felix, 
Q949( 1 59) 

Donini, Danielle, S 1 692( 1 60) 

Doucette, Robert, S 1 693( 1 6 1 )  

Feng, Zuming S 1 701 (324) 

Finn, David, and Bailey, Herb, S 1704(326) 

Furdui, Ovidiu, Q95 1 (240), P1733(404) 

Gilbert, George, P 1 735(405) 

Gill, Brian T. , P 1729(342) 

Goldenberg, Michael, and Kaplan, Mark, 
S 1 694( 1 62) 

Gove, David, S 1 688(70) 

G.R.A. 20 Problems Group, P17 1 9( 1 5 8) 

Gregorac, Robert, Q947(69) 

Grossman, Jerry, S 1 696(24 1 )  

Guy, Richard K . ,  S 1 686(69) 

Hajja, Mowaffaq, P17 1 1 (68), P 173 1 (404) 

Hajja, Mowaffaq, and Abu-Saymeh, Sadi, 
Q955(405) 

Hedman, Shawn and Rose, David, P 1 7 1 3(68) 
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Herman, Eugene, S 1 690(72) 

Herschkorn, Stephen, P1720( 1 59) 

Hill, Chris, S 1 698(242) 

Huff, Barthel 
S 1707(407) 

Wayne, P 1 7 1 5(69) , 

Just, Erwin, and Schaumberger, Norman, 
Q952(240) 

Kahan, Steven, Q956( 405) 

Kaplan, Mark, and Goldenberg, Michael, 
S 1 694( 1 62) 

Knuth, Donald, P1721 (239) 

Klamkin, Murray, S 169 1 ( 1 59) 

Krylyuk, Yaroslav Q948(69) 

Lazebnik, Felix, and Dmytrenko, Vasyl, 
Q949( 1 59) 

Lockhart, Jody M., and Wardlaw, William P., 
P1727(323) 

Metzger, Jerry, P 1726(323) 
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Microsoft Research Problems Group, 
S 1702(325) 

Miller, Andrew J., S 1708(408) 

Northwestern Math Problem Solving Group, 
S 1 705(328) 

Pratt, Rob, S 1707(407) 

Rose, David and Hedman, Shawn, P 1 7 1 3(68) 

Schaumberger, Norman, and Just, Erwin, 
Q952(240) 

ShahAli, H. A. ,  P1734(405) 

Singer, Nicholas C, S 1703(326) 

Reid, Michael, S 1709(409) 

Wardlaw, William P. , P 1 7 1 2(68), Q950( 159) 

Wardlaw, William P. , and Lockhart, Jody M., 
P1727(323) 

Weisenborn, Paul, S 1 689(7 1 )  

Zhou, Li, S 1687(70), S 1700(243) 

Thanks, too, to the following colleagues who have helped with refereeing of problems: Steve 
Dunbar, A. M. Fink, Gary Lieberman, Paul Sacks, and Ananda Weerasinghe. 

A Letter from the Ed i tor 

Dear Readers: 

With this issue, I complete my term as Editor of the MAGAZINE and turn over our opera
tions to the capable hands of Editor-Elect Allen Schwenk, whose February 2006 issue is 
already underway. 
I am grateful for the opportunity to serve as Editor, a job I have found challenging and 
rewarding. The editors who served before me, and the authors who wrote for them, set a 
remarkable standard of quality, which I have done my best to maintain. 
Copious thanks are due to many people, especially our authors--4 1 6  of them over the 
past five years. My excellent Editorial Assistant, Martha Giannini, kept MAGAZINE op
erations at Santa Clara University in fine running order. Managing Editor Harry Waldman 
did the same for our business at MAA headquarters . The wizards at Integre Technical 
Publishing, especially composatrix Dianne Parish, made our issues look dapper. Over the 
past summer, Keith Thompson, a recent Santa Clara graduate, made a significant contri
bution as Student Editorial Assistant. Our expert board of Associate Editors, most notably 
Problems Editor Elgin Johnston and Reviews Editor Paul Campbell, deserve a great deal 
of credit. 
My wish is that our world-wide community will continue to read the MAGAZINE with 
passion and enthusiasm for many volumes to come. Sometimes we academics get the 
message that our highest priority should be to write. May the MAGAZINE remind us all 
how important it is to read. 

Frank A. Farris 

Santa Clara University 
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